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Abstract—The World Wide Web today has a massive amount of widely distributed, interconnected, rich and dynamic hypertext data. One of the Text mining objectives is to extract knowledge from unstructured textual data. The contribution in this research is to design and implement a system combining morphology, synonyms, indexing and databases for Text Mining and Information Retrieval with different modes regarding morphology and synonyms. The used approach is based on preprocessing the Arabic text to convert it into semi-structured indexed database. A suitable indexing method and an appropriate searching mechanism are used to extract the required information. The proposed model is evaluated and it showed Average recall between 85% and 100% depending on the selected mode. It also showed average precision between 73.2% and 90.33% and average F-measure of 87.03.
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1 INTRODUCTION

Text mining has a growing importance as the volume of unstructured text in web pages, digital libraries and community wide intranets continue to increase. Robb [1] estimated that text documents account about 85% of organizations' knowledge stores. The main structure of text mining is composed of two components: Text refining that transforms free-form text documents into an intermediate form (IF); and knowledge distillation that deduces patterns or knowledge from the intermediate form [2]. IF can be document-based or concept-based. Knowledge distillation from a document-based IF deduces patterns or knowledge across documents. A document-based IF can be projected onto a concept-based IF by extracting object information relevant to a domain. Knowledge distillation from a concept-based IF deduces patterns or knowledge across objects or concepts.

The intermediate form used in this research is a document-based one. Information retrieval and information extraction represent the greatest part of the knowledge distillation. Text mining has many target applications [3-5]. In this research, attention is given to Information extraction and knowledge discovery from Arabic text.

2 RELATED WORK

The majority of the work of Arabic text mining falls into the area of automatic Arabic text classification and categorization using different approaches. Examples of these efforts are:

- Froud et. al. [7] studied the semantic dependencies between words expressed by the co-occurrence frequencies of these words. They found that the Stem-based approach outperformed the Root-based one because the latter affects the words meanings.
- Al-Harbi research [8] has evaluated two popular classification algorithms (SVM and C5.0) on classifying Arabic corpora based on text words. Other features selections should be employed.
- El-Kourdi et. al. [9] use Naïve Bayes algorithm for automatic Arabic document classification. The average accuracy reported was about 68.78%.
- Sawaf et. al. [10] used statistical classification methods such as maximum entropy to classify and cluster news articles. The best classification accuracy they reported was 62.7% with precision of 50% which is a very low precision in this field.
- El-Halees [11] present a system for Arabic Text Classification Using Maximum Entropy. This system preprocesses data using natural language processing techniques such as tokenizing, stemming and part of-speech. Then, maximum entropy method to classify Arabic documents is used. The classification accuracy using F-measure reaches 80.41% due to using NLP features like stemming and part of speech.
- Abdulsamad e.t al. [12] presents a research which focused on text mining multilingual datasets including Arabic-English corpus. This work is based on Self-Organizing Map (SOM) and uses Arabic/English corpus as the test-bed. Issues related to Arabic/English text mining, stemming and clustering are discussed in this research.

Rare Arabic text mining researches make use of Arabic natural language processing beside the statistical methods like the research done by Fouzi [13], which is based on using vector space research model and Arabic roots as indexing terms to build a text mining system. In another research [14] light stemmers based on heuristics and a statistical stemmer
based on co-occurrence for Arabic language were developed. Authors claim that the best light stemmer was more effective for cross-language retrieval than a morphological analyzer which tried to find the root for each word.

On the commercial side, Rosette® Base linguistics [15] offers text mining tools and text analysis to work with Arabic text. Also, Sakhr [16] Software Company has developed text mining tools which are based on Arabic natural language processing and which can be used in Arabic texts categorization and summarization. As usual there is no detailed documentation, which explains how these tools work, available for researchers.

3 ARABIC COMPUTATIONAL LINGUISTICS

Arabic is the largest member of the Semitic language family and is spoken by nearly 500 million people worldwide. It is one of the six official UN languages. Despite its cultural, religious, and political significance, Arabic has received comparatively little attention in modern computational linguistics. Arabic Morphology has a complicated structure, and has a great effect on Arabic syntax and semantic. To deal with Arabic Morphology a good stemming algorithm is required for any effective computational linguistic system and an Arabic morphological analysis/generation tool, to extract roots of the words and generates derivatives from roots. There are many researches [17-20], [23] and commercial products [15-16], [21] which handled Arabic morphology.

For example, Keok[23] presented a model that prove that words with common affixes are likely to be in the same syntactic category and uses learned syntactic categories to refine the segmentation boundaries of words. Yet no standard approach to stemming has emerged [12]. Keskes [24] investigates the feasibility of Arabic discourse segmentation into elementary discourse units within the segmented discourse representation theory framework. The need for an electronic Arabic lexicon supported with semantic features and an Arabic synonym dictionary which are not available and they are essential, are perceived.

4 THE PROPOSED SYSTEM FOR ARABIC TEXT MINING

The contribution in this research is based on the design and implementation of a system combining morphology, synonyms, indexing and databases for Text Mining and Information Retrieval with different modes regarding morphology and synonyms. There are many researches covering each of the mentioned modules in a separate way but, rare of these researches combine many of them in such a manner like the one presented in this research.

The proposed system consists of two main phases. The first phase corresponds to the "text refining" part. It can be called the preprocessing phase. Figure (1) describes this phase where Arabic documents are divided into paragraphs; each paragraph is analyzed to extract its keywords. A copy of these paragraphs is kept out of the system to be used in the evaluation as described later. The system contains a morphological module which extracts the root of each keyword. The system builds a two level index. The first level uses the extracted roots to point to the extracted keywords of that root. In the second level index, each Keyword, in turn, points to the related paragraphs. Semi-structured documents are built in a form of indexed database as in figure (2).

![Figure (1) Preprocessing phase](image1)

![Figure (2) Semi-structured documents built in a form of indexed database.](image2)
derivatives of that root. A group of these derivatives, which have the same semantic features as the original keyword, are selected to be added to the keywords list. So, the number of keywords will increase which yield to an increase in the number of resultant paragraphs which means expecting better Recall measure [22]. To achieve this searching mode an Arabic dictionary supported with semantic tags is used. In the proposed model a small dictionary is built. The morphological module is based on the work done by Ibrahim [20] where PROLOG language is used to build that module.

- **Search with query keywords, synonyms and derivatives with the same semantic features**: The searching algorithm searches a Synonym Dictionary, looking for synonyms of the keywords list of the query, and adds them to the list. Derivatives of the original list, like the same result of the previous search mode, are added to the list as well. The resultant list is used to find the related paragraphs in the database.

![Figure (3) Information extraction phase.](image)

### 5 RESULTS AND EVALUATIONS

Since there is no authority supporting research within the Arabic Information Retrieval and Text Mining community by providing an infrastructure necessary for large-scale evaluation of text retrieval methodologies, the proposed model is tested using an Arabic text book about the history of the prophet Mohammed (PBUH) named (ﺍﻟﺮﺣﻴﻖ ﺍﻟﻤﺨﺘﻮﻡ) and limited size dictionaries.

Information retrieval systems are usually compared on the basis of the “quality” of the retrieved document sets. This “quality” is traditionally quantified using two metrics, Recall (R) and Precision (P) [22]. Recall and Precision can be defined as:

\[
R = \frac{r}{K} \quad \text{……(1)}
\]

\[
P = \frac{r}{N} \quad \text{……(2)}
\]

Where:
- \( r \) = The number of relevant and retrieved paragraphs.
- \( N \) = The total number of retrieved paragraphs.

\( K \) = The total number of paragraphs in the answer key.

The F-measure refers to the combination between precision and recall, represented in equation (3).

\[
F \text{- measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \quad \text{……(3)}
\]

For testing and evaluation purposes, the answer key for each submitted question to the system is extracted manually from the saved copy of the paragraphs of the original text.

The measures of Recall and Precision are used to evaluate the system results where:

- Recall1, precision1 and F1 refer to the recall, precision and F-measure of the system using the exact keyword(s) of the user’s query mode.
- Recall2, precision2 and F2 refer to the recall, precision and F-measure of the system using the query keywords and derivatives with same semantic features mode.
- Recall3, precision3 and F3 refer to the recall, precision and F-measure of the system using query keywords, synonyms and derivatives with same semantic features mode.

Many questions are used to evaluate the proposed system. The respond of the system for each question is compared with the corresponding answer key. The values of Recall (R) and Precision (P) are calculated and explained in the next figures.

Figure (4) and figure (5) show comparing results of the Recall and Precision of the three modes respectively. It is noticed from figure (4) that Recall of the first mode (Recall1) is less than the second and third modes (Recall2 and Recall3). This is due to the existence of paragraphs, in the database, which include synonyms or derivatives of the keywords and which are not extracted in the first mode. Also, it is noticed from figure (4) and figure (8) that Recall3 is near to 100% because the synonyms and derivatives of the keywords are extracted and are used.

Figure (6), figure (7) and figure (8) show results of the Recall and Precision for each of the three modes correspondingly. It is noticed in figure (7) that using derivatives enhanced recall while precision became worse. This is because the used derivatives of keywords existing in relevant and extracted paragraphs enhance the Recall, while those exist in irrelevant and extracted paragraphs negatively affect precision.

It is noticed in figure (8) that recall is greatly enhanced while precision became worse. This is because the used derivatives and synonyms of keywords sometimes exist in relevant paragraphs, so recall is enhanced, and other times exist in irrelevant paragraphs which when extracted negatively affect precision. The comparison between the proposed system outputs, of different modes, was done based on the same data set.
Figure (4): Recall of the three modes

Figure (5): Precision of the three modes

Figure (6): Precision and Recall of the keywords only mode.

Figure (7): Precision and Recall of the keywords and derivatives with same semantic features mode

Figure (8): Precision and Recall of the keywords, synonyms and derivatives with same semantic features mode.

Figure (9): Comparing results with Fouzi system
The average results of the proposed model is compared with the results of another Arabic text mining system Fouzi [13] which is based on using vector space research model and Arabic roots for knowledge extraction from a database of Prophetic Traditions “Hadiths”. The Precision and Recall measures of the results of Fouzi system is presented at 0.66 and 0.80 respectively. Figure (9) shows the comparing results of the average F-measures of Fouzi system and the three modes of the proposed system. The figure shows better results for the three modes than Fouzi system. This comparison with “Fouzi system” is not fair for both models, since different text beds and different queries are used while they should be similar. A sort of standardization like the approach used by TREC1 is recommended to help in comparing information retrieval systems.

6 CONCLUSIONS AND FUTURE WORK:

This paper presents the design and implementation of a system combining morphology, synonyms, indexing and databases for Text Mining and Information Retrieval with different modes regarding morphology and synonyms. The used approach is composed of a preprocessing phase and a run time phase. During the first phase the Arabic text is processed to convert it into semi-structured database. A two level indexing method is used. In the second phase three modes searching mechanism is used to extract the required information.

The results of the proposed system show F-measure values of (83.98, 92.60, and 84.52) for the three system modes and compared with Fouzi system (F-measure 73.32). The comparison results can be considered as a promising success in the field of Arabic text mining. However, more efforts are still required to build Arabic lexicon tagged with semantic features and to be available for scientific researches.
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