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Abstract—Microarray is a recently developed functional genomic technology that has powerful applications in a wide array of biological research areas, including the medical sciences, agriculture, biotechnology and environmental studies. One of the important problems in the analysis of microarray data is the identification of differentially expressed genes. Commonly used approaches for identifying differentially expressed genes are fold change, standard t-test, significance analysis of microarrays (SAM) and regularized t-test (Cyber-T). In the present study the generalized p-value method is used to test the differential expression of individual genes. We used the environmental microarray data set to test the proposed method and compared with existing methods considering univariate testing problem for each gene. Numerical results confirmed the superiority of the procedure based on the generalized p-value technique to identify genes with a low level of false discovery rate.
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1 INTRODUCTION

DNA microarrays have been used to monitor changes in gene expression during important biological processes and to study variations in gene expression across collections of related samples (for example, tumor samples from patients with cancer). These experiments compare two different samples of cDNA coloured with different dyes (red and green) to measure the intensity of fluorescence after hybridization. This method allows us to compare a large amount of data simultaneously in order to identify and quantify genes which are differentially expressed. Microarray experiments typically consist of intensity measurements of thousands of genes. The large volume of data generated from these experiments need efficient and proper statistical methods for deriving valid conclusions and has created tremendous opportunities for the statisticians to develop appropriate statistical tools for analysing these datasets.

After normalization, gene expression distribution generally presents heavier tails than Gaussian distribution and have asymmetry of varying degrees with a sharp peak, due to the bulk of the mass at the middle. The gene expression distribution has been modelled using several densities. In [9], the gene expression distribution is fitted using the asymmetric Laplace distribution. In [4], the distribution of gene expression is modelled using asymmetric type II compound Laplace distribution. [3] introduced a family of skew-slash distributions generated by normal kernel, skew-slash distributions generated by Cauchy kernel ([7]), skew-slash t and skew-slash Cauchy distributions ([6]) and asymmetric slash Laplace distribution ([5]) for modelling microarray gene expression data.

An important and common problem in microarray experiments is the detection of genes that are differentially expressed in a given number of classes. The classes may correspond to tissues or cells. A straightforward approach to the identification of differentially expressed genes is to perform a univariate analysis of group mean differences for each gene, and then identify those genes that are most statistically significant. The large number of genes on a microarray, will lead to the identification of many genes that are not truly differentially expressed (false discoveries). Fold change is the simplest method with an arbitrary cut-off value used to determine differentially expressed genes. This method is unreliable as it does not take into account the statistical variability. In order to determine statistical significance, t-test can be performed for each gene. However, when many hypotheses are tested the probability of a type I error (false positive) occurring increases sharply with the number of hypotheses.

The problem of simultaneously testing a large number of hypotheses has generated a great amount of interest. [1] introduced the concept of False Discovery Rate (FDR). FDR is defined as the expected value of the ratio of the number of incorrectly rejected hypotheses to the total of number of rejected hypotheses. Assume a usual p-value is available for each hypothesis. Based on the p-values of the hypotheses, [1] provided a multiple testing procedure that guarantees the FDR to be less than or equal to a prefixed value q. In the present study the multiple hypotheses testing problem based on the generalized p-value is developed to identify the differentially expressed genes in the yeast Saccharomyces cerevisiae responding to diverse environmental transitions. Generalized p-value method for comparison of two exponential means has been applied to the raw dataset without log transformation to test the differential expression of individual genes. The multiple
hypothetical testing problem in microarray using the generalized p-value approach is discussed in section 2. The section 3 develop multiple hypothesis testing procedure using generalized p-value approach for microarray data analysis and discusses multiple hypothesis testing for two parameter exponential means using the generalized p-value approach. Illustration of the generalized p-value approach for environmental microarray data is given in section 4. Our article ends with a brief concluding discussion.

2 MULTIPLE HYPOTHESIS TESTING IN MICROARRAY

The biological question of differential expression can be considered as a problem in multiple hypothesis testing in which m null hypotheses were simultaneously tested, where m (the number of genes whose expression levels were measured) can be considerably large. The large number of genes on a microarray, will lead to the identification of many genes that truly are not differentially expressed (false discoveries). In such situations, false discoveries (true null hypothesis declared significant) are inevitable. Thus, it is important in any multiple testing problem to control the error rate of false discoveries. Multiple testing procedures consist of choosing a vector of cutoffs for the test statistics such that a suitably defined false positive rate is controlled at an a priori specified level $\alpha$. A standard approach to the multiple testing problem consists of two aspects:

1. Computing a test statistic $T_i$ for each gene $j$
2. Applying multiple testing procedures to determine which hypotheses to reject while controlling a suitably defined Type I error rate.

Let $H_1, \ldots, H_m$ be m independent hypotheses to be tested. Let $R_T$ be the number of true hypotheses that are incorrectly rejected, and let $R_N$ be the number of not true hypotheses that are rejected. The total number of hypotheses rejected is $R = R_T + R_N$. Assume that the $m_0$ out of the m null hypotheses are true ($m_0$ genes are not differentially expressed) and $m_1 = m - m_0$. null hypotheses are false. A statistical test is performed independently, let $p_i, i = 1, 2, \ldots, m$ be the corresponding p-values. The decision to reject (or not) can be correct or false; when the null hypothesis is rejected for one of the $m_0$ variables for which it is actually true, is the false discovery (type I error).

The development of multiple testing generates a great deal of interest. Obtaining a multiple testing procedure when the hypotheses are not independent is an important problem. [2] propose very interesting and important results in this area. In the present study we use the generalized p-value approach for dealing the multiple hypothesis testing in environmental microarray studies.

2.1 Generalized p-value

The generalized p-value method is introduced in [10], has been used to successfully provide finite sample solutions for many hypothesis testing problems when no solutions are available using the usual approach. The generalized inference method was motivated by the fact that the small sample optimal confidence intervals (CIs) in statistical problems involving nuisance parameters may not be available. For example, for the difference between means of two exponential distributions, or two heteroscedastic normal distributions, classical small sample inference does not provide optimal test and confidence intervals (see [11]). To overcome this problem, [10][11] introduced the concept of generalized confidence interval (GCI) and generalized p-value (GPV). These GPV and GCI can be considered as extension of the classical p-value and confidence interval. Interestingly, for some problems where the classical procedures are not optimal, GCI and GPV have performed well.

A general setup where the concepts of generalized confidence intervals and generalized p-values are defined is as follows.

Let $X = (X_1, X_2, \ldots, X_n)$ be a random sample from a distribution which depends on the parameters $(\theta, \eta)$, where $\theta$ is the parameter of interest and $\eta$ is a vector of nuisance parameters. Consider the testing of $H_0 : \theta = \theta_0$ vs. $H_1 : \theta > \theta_0$, for a specified $\theta_0$. A generalized test variable of the form $T(X; x, \theta, \eta)$, where $x$ is an observed value of $X$, is chosen to satisfy the following three properties:

1. The value of $T(X; x, \theta, \eta)$ at $X = x$ is free of any unknown parameters.
2. For fixed $x$, the distribution of $T(X; x, \theta, \eta)$ is free of the vector of nuisance parameters $\eta$.
3. For fixed $x$ and $\eta$, and for all $t$, $P[T(X; x, \theta, \eta) > t]$ is either an increasing or a decreasing function of $\eta$.

The property (1) ensures that the sample space of possible values of subset of $T(X; x, \theta, \eta)$ can be found at a given value of the confidence coefficient with no knowledge of the parameters. This property is related to the notion of similarity in hypotheses testing ([11]). Property (2) guarantee that probability statement based on a generalized pivotal quantity will lead to confidence regions involving observed data $x$ only. From property (3), generalized extreme region is defined as $G = \{X : T(X; x, \theta, \eta) \geq T(x; x, \theta, \eta)\}$ or $G = \{X : T(X; x, \theta, \eta) \leq T(x; x, \theta, \eta)\}$. If $T(X; x, \theta, \eta)$ is stochastically increasing (or decreasing) in $\theta$, the generalized p-value is defined as $Sup_{\theta \in \Theta} P(G | H_0)$, where $G$ is the extreme region defined above. See, [12] for further details.

The concept of False Discovery Rate in testing simultaneously several independent null hypotheses is introduced in [1]. They propose a procedure that is based on the p-value for testing each individual hypothesis. Their procedure guarantees that the FDR cannot exceed a prefixed rate $q$. In this section, we
extend the multiple testing problem based on the generalized p-value. Which can be used for the case where ordinary p-values are not available, one such example is simultaneously testing several independent Behrens–Fisher problems, which appear to be useful in many applications.

The false discovery proportion Q is ratio of RT and R (R ≠ 0). The value of Q is zero for R = 0 and FDR is defined as the expected value of Q. The procedure for controlling the FDR in testing several independent null hypotheses based on generalized p-values is given as follows.

Let H1, . . . , Hm are independent null hypotheses to be tested and pi, . . . , pm be the corresponding generalized p-values. For a given q > 0, suppose that there exists a cumulative distribution function Fi such that:

\[ P(p_i \leq r | H_i) \leq F_i(r), r \leq r_0, \]  

(1)

for some \( r_0 \) satisfying \( q \leq F_i(r_0) \), assuming that \( H_i \) is a true hypothesis. Let \( p_i^* = F_i(p_i) \), for \( i = 1, \ldots, m \) and \( p_1^* \leq \ldots \leq p_m^* \) be the ordered values of \( p_i^* \). Let \( H_{(1)}, \ldots, H_{(m)} \) be the corresponding hypotheses. Define \( q_i = iq/m \) and

\[ k^* = \max\{i: p_i^* \leq q_i\}. \]

(2)

Then, the procedure that rejects \( H_0 \) for \( i \leq k^* \) guarantees that FDR ≤ q.

3 MICROARRAY ANALYSIS USING GENERALIZED P-VALUE

In [9] log ratio of red and green expression values are modeled using asymmetric Laplace distribution. Asymmetric Laplace distribution is the difference of two exponential distributions. Hence the problem of testing the differential expression in red and green expressions values reduces to the problem of testing the difference in means of two exponential distributions. We developed the generalized testing procedure for the comparison of two exponential means. Consider the problem of testing the difference in means of two exponential distributions is

\[ T^* = T_{\mu_1} - T_{\mu_2}. \]

(7)

Where \( T_{\mu_i} = \mu_i - \frac{2n(\mu_i - \mu_0)}{2n\sigma_0^2 \sigma_i} \), \( i = 1, 2 \). From (6),

\[ T_{\mu_i} = \mu_i - \frac{\sigma_i^2}{\sigma_0^2} \sigma_i_0. \]

The problem of testing the equality means of two exponential means.

Let \( X \) follows a two parameter exponential family, then the probability density function (pdf) is given by

\[ f(x; \mu, \sigma) = \frac{1}{\sigma} e^{-\frac{x - \mu}{\sigma}}, X > \mu, \mu \geq 0, \sigma > 0, \]

(3)

where \( \mu \) is the location parameter and \( \sigma \) is the scale parameter. Let \( X_1, \ldots, X_n \) be a sample of observations from an exponential distribution with pdf in (3). The maximum likelihood estimators of \( \mu \) and \( \sigma \) are given by

\[ \hat{\mu} = X(1), \quad \hat{\sigma} = \bar{X} - X(1) \]

(4)

where \( X(1) \) is the smallest of the X and \( \hat{\mu} \) and \( \hat{\sigma} \) are independent. Then

\[ \frac{2n(\hat{\mu} - \mu)}{\sigma^2} \sim \chi^2_2 \quad \text{and} \quad \frac{2n\hat{\sigma}^2}{\sigma^2} \sim \chi^2_{2n-2}. \]

(5)

Let \( \hat{\mu}_0 \) and \( \hat{\sigma}_0 \) be the observed values of \( \hat{\mu} \) and \( \hat{\sigma} \) respectively. Then the generalized pivotal variable for \( \mu \) is given by

\[ T_{\mu_1} = \mu_1 - \frac{2n(\mu_1 - \mu_0) \sigma_0}{2n\sigma_0^2 \sigma_0} \]

(6)

Let \( X \) be an exponential random variable with pdf \( f(x; \mu_1, \sigma_1) \) and \( Y \) be an exponential random variable with pdf \( f(y; \mu_2, \sigma_2) \), with pdf given in (3). Let \( X_1, \ldots, X_{n1} \) be a sample of observations from \( X \) and \( Y_1, \ldots, Y_{n2} \) be a sample of observations from \( Y \). From equation (4), the maximum likelihood estimators of \( \mu_1, \mu_2, \sigma_1 \) and \( \sigma_2 \) are given by

\[ \hat{\mu}_1 = X(1), \quad \hat{\mu}_2 = X(2), \quad \hat{\sigma}_1 = \bar{X} - X(1) \quad \text{and} \quad \hat{\sigma}_2 = \bar{X} - X(2). \]

The the generalized pivotal variable for the difference of means of two exponential distributions is

\[ T^* = T_{\mu_1} - T_{\mu_2}. \]

(7)

From equation (7) the generalized test variable for testing

\[ H_0: \mu_1 = \mu_2 \quad \text{vs} \quad H_1: \mu_1 \neq \mu_2. \]

(8)

The hypothesis will be rejected for a small p-value for comparison of the either of the two alternative hypothesis. Hence the generalized p-value for the two sided test can be obtained as:

\[ p = 2 \min(p_{L}, p_{R}). \]

(9)
3.1 Estimation of FDR

Let \( N \) be the total number of genes, \( G \) be the total number of significant genes and \( p_i \) is the generalized p-value of the \( i^{th} \) most significant gene as estimated from generalized p-value technique. Then the FDR can be estimated using the following formula.

\[
FDR_G = \text{Min}_{i \in G} \left\{ \frac{n \cdot p_i}{i} \right\}.
\]

4 APPLICATIONS

In this section we illustrate the application of the multiple hypothesis testing problem in microarray gene expression studies based on the concept of FDR and generalized p-values. For this purpose we used the yeast Saccharomyces cerevisiae microarray dataset [8]. We have downloaded the microarray dataset from http://www-genome.stanford.edu/yeast stress. In the present work we explored the data on genomic expression patterns in the yeast Saccharomyces cerevisiae responding to heat shock out of the different environmental parameters on the expression levels of 6200 genes studied in [8]. The yeast cells subjected to a larger shift in temperature responded with larger and more prolonged alterations in gene expression before adapting to their new steady-state expression levels, relative to cells exposed to smaller temperature changes. One group consisted of genes whose transcript levels increased in abundance in response to the environmental changes, and the other group was comprised of genes whose transcript levels decreased following environmental stress. The genes whose transcript levels increase in response to environmental change will be referred to as induced, while genes whose transcript levels decrease will be referred to as repressed. A large set of genes (~ 900) showed a similar drastic response to these environmental changes.

We have performed testing for differentially expressed genes using the generalized method for the downloaded datasets from [8]. After getting the raw p–values for individual gene by using either the t–test (unequal variance) or by the generalized p–value method, p–values were adjusted for the multiplicity problem by fixing different q values using the equation (2). The estimated false discovery rate were computed using the equation (11) and results are given in Table 1. For computation we used the R package.

5 CONCLUSIONS

In the present study we developed multiple testing procedure that can control the FDR using generalized p-value. From the Table 1 we can see that the generalized p–value method could find more number of genes at a particular level of q from the repressed dataset as well as in induced dataset. By reducing the level of q we can go for stringent selection of genes but will increase the chance of not detecting truly expressed genes. Thus there is a trade off between the level of false discovery rate and the false negative rate. In general the generalized p value method could identify more number of truly expressed genes with a fewer chance of accepting false discoveries. We computed expected false discovery rate by selecting 200 to 900 genes from the control dataset and test dataset based on different temperature. From Table 1, it can be noted that by selecting top 500 genes from the induced based on t–test (unequal variance), the estimated false discovery rate was 0.026, whereas it was only 0.015 while genes selection is carried out using the generalized p–value technique. Also out of 500 repressed genes, based on t–test (unequal variance), the estimated false discovery rate was 0.078, whereas by generalized p–value technique the estimated false discovery rate was 0.046. Hence for the generalized p–value approach the expected false discoveries were only 27 and 473 are expected to be true positives.
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