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Abstract—Face recognition is grabbing more attention in the area of network information access. Areas such as network security and content retrieval benefit from face recognition technology. As one of the most successful applications of image analysis and understanding, face recognition has recently received significant attention, especially during the past several years. We have implemented a computational model to identify the face of an unknown person by applying eigenfaces. A static and dynamic input of face is taken from the file and process it with the help of MATLAB tools and show the recognize result. The goal is to implement the system (model) for a particular face and distinguish it from a large number of stored faces with some real-time variations as well. The Eigenface approach uses Principal Component Analysis (PCA) algorithm for the recognition of the images. It gives us efficient way to find the lower dimensional space.

Index Terms— Eigen faces, Eigen Vectors, Principal Component Analysis (PCA).

1 INTRODUCTION

Developing a computational model of face recognition is quite difficult, because faces are complex, multidimensional and meaningful visual stimuli. They are a natural class of objects and stand in stark contrast to sine wave gratings, the “blocks world”, and artificial stimuli used in human and computer vision research[1]. A face recognition system is a computer application for automatically identifying or verifying a person from a digital image or a video frame from a video source. One of the ways to do this is by comparing selected facial features from the image and a facial database. It is typically used in security systems and can be compared to other biometrics such as fingerprint or eye iris recognition systems[2]. To identify duplication with several application such as Criminal identification, Security systems, Image and film processing, Human-computer interaction, Voter list, Airport surveillance, Private surveillance using face recognition method. Face recognition (FR) has emerged as one of the most extensively studied research topics that spans multiple disciplines such as pattern recognition, signal processing and computer vision[3]. Eigenfaces are a set of eigenvectors used in the computer vision problem of human face recognition. A set of eigenfaces can be generated by performing a mathematical process called principal component analysis (PCA) on a large set of images depicting different human faces. Informally, eigenfaces can be considered a set of "standardized face ingredients", derived from statistical analysis of many pictures of faces.

Any human face can be considered to be a combination of these standard faces. Facial recognition was the source of motivation behind the creation of eigenfaces. For this use, eigenfaces have advantages over other techniques available, such as the system's speed and efficiency. Using eigenfaces is very fast, and able to functionally operate on lots of faces in very little time. Unfortunately, this type of facial recognition does have a drawback to consider: trouble recognizing faces when they are viewed with different levels of light or angles. For the system to work well, the faces need to be seen from a frontal view under similar lighting. Face recognition using eigenfaces has been shown to be quite accurate.

In this paper, we show the recognition 75% successfully when same man but different face image, 100% successfully when known face same image, 100% successfully when unknown man face image. By experimenting with the system to test it under variations of certain conditions, the following correct recognitions were found: an average of 96% with light variation, 85% with orientation variation, and 64% with size variation.

2 BACKGROUND AND RELATED WORKS

An easy way to comply with the conference paper much of the work in computer recognition of faces has focused on detecting individual features such as the eyes, nose, mouth, and defining a face model by the position, size, and relationship among the features. Beginning with Bledsoe’s[4] and Kanade’s[4] early systems, a number of automated or semi-automated face recognition strategies have modeled and classified face based on normalized distances and ratios among feature points. Recently this general approach has been continued and improved by the recent work of Yuille et al.[5]. Connectionist approaches to face identification seek to capture the configurationally, or gestalt-like nature of the task. Fleming and Cottrell[6], building on earlier work by Kohonen and Lahtio[7], use nonlinear units to train a network via back
propagation to classify face image. Stonham’s WISARD system [8] has been applied with some success to binary face recognizing both identity and expression. Recent work by Burt et al. uses a "smart sensing" approach based on multiresolution template matching [9]. This coarse-to-line strategy uses a special purpose computer built to calculate multiresolution pyramid images quickly, and has been demonstrated identifying people in real time. The face models are built by hand from face images.

will be processed as images. You need to embed the images in the paper itself. Please don’t send the images as separate files. The scheme is based on an information theory approach that decomposes face images into a small set of characteristic feature images called “eigenfaces”, which may be thought of as the principal components of the training set of face images. Recognition is performed by the eigengaces (“face space”) and then classifying the face by comparing its position in face space with the position of known individuals. The approach has advantages over other face recognition schemes in its speed and simplicity, insensitivity to small or gradual changes in the face image and performed under different distance measures. Figure 1 shows the working procedure of face recognition method.

There are basically two parts in face recognition technique. First the training part and second the testing part.

There are mainly three steps in any face recognition operation: Data Pre-processing, Feature Extraction and Classification. After taking image from camera, we need to remove various environmental effects such as illumination, rotation or scale from main image. Here, in this stage we also find the eye centers and normalize the face image with various geometric constraints. After that, in any normalized image the location of the eye centers and nose tips are fixed. The position of eye centers and nose tips will not change after this step. And we will continue our next operations with this eye & nose position. The eigenfaces that are created will appear as light and dark areas that are arranged in a specific pattern. This pattern is how different features of a face are singled out to be evaluated and scored. There will be a pattern to evaluate symmetry, if there is any style of facial hair, where the hairline is, or evaluate the size of the nose or mouth. Other eigenfaces have patterns that are less simple to identify, and the image of the eigenface may look very little like a face.

The technique used in creating eigenfaces and using them for recognition is also used outside of facial recognition. This technique is also used for handwriting analysis, lip reading, voice recognition, sign language/hand gestures interpretation and medical imaging analysis. Therefore, some do not use the term eigenface, but prefer to use 'eigenimage'.

3 A System Implementation for Face Recognition

To create a set of eigenfaces, one must prepare a training set of face images. The pictures constituting the training set should have been taken under the same lighting conditions, and must be normalized to have the eyes and mouths aligned across all images. They must also be all resampled to a common pixel resolution (r x c). Each image is treated as one vector, simply by concatenating the rows of pixels in the original image, resulting in a single row with r x c elements. For this implementation, it is assumed that all images of the training set are stored in a single matrix T, where each row of the matrix is an image. Subtract the mean. The average image has to be calculated and then subtracted from each original image in T.

Calculate the eigenvectors and eigenvalues of the covariance matrix S. Each eigenvector has the same dimensionality (number of components) as the original images, and thus can itself be seen as an image. The eigenvectors of this covariance matrix are therefore called eigenfaces. They are the directions in which the images differ from the mean image. Usually this will be a computationally expensive step (if at all possible), but the practical applicability of eigenfaces stems from the possibility to compute the eigenvectors of S efficiently, without ever computing S explicitly, as detailed below. Choose the principal components. The D x D covariance matrix will result in D eigenvectors, each representing a direction in the r x c-dimensional image space. The eigen vectors (eigenfaces) with largest associated eigenvalue are kept. These eigenfaces can now be used to represent both existing and new faces: we can project a new (mean-subtracted) image on the eigenfaces and thereby record how that new face differs from the mean face. The eigenvalues associated with each eigenface represent how much the images in the training set vary from the mean image in that direction. We lose information by projecting the image on a subset of the eigenvectors, but we minimize this loss by keeping those eigenfaces with the largest eigenvalues. For instance, if we are working with a 100 x 100 image, then we will obtain 10,000 eigenvectors. In practical applications, most faces can typically be identified using a projection on between 100 and 150 eigenfaces, so that most of the 10,000 eigenvectors can be discarded.

Fig. 1 Graphical representation of working procedure.

There are mainly three parts in any face recognition technique. Data Pre-processing, Feature Extraction and Classification.
Steps of a face recognition system are:

1. The first step is to obtain a set $S$ with $M$ face images. In our example $M = 1500$ as shown at the beginning of the database. Each image is transformed into a vector of size $N$ and placed into the set.

2. After you have obtained your set, you will obtain the mean image

$$\psi = \frac{1}{M} \sum_{n=1}^{M} \Gamma_n$$

$$S = \{\Gamma_1, \Gamma_2, \Gamma_3, \ldots \ldots \Gamma_M\}$$

3. Then you will find the difference $\Phi$ between the Storage image and the mean image

$$\phi_i = \Gamma_i - \psi$$

$$A = [\Phi_1, \Phi_2, \Phi_3, \ldots \ldots \Phi_M]$$

4. We obtain the covariance matrix $C$ in the following manner

$$C = \frac{1}{M} \sum_{n=1}^{M} \Phi_n \Phi_n^T$$

5. Next we $vv$ and $dd$ are the eigenvectors and eigenvalues of the covariance matrix $C$.

6. Once we have found the eigenvectors, $v_l, u_l$

$$u_l = \sum_{k=1}^{M} v_{lk}$$

$$j=1, \ldots \ldots , M$$

4 Procedure of Recognition System

A new face is transformed into its eigenface components [10]. First we compare our input image with our mean image and multiply their difference with each eigenvector of the $A$ matrix. Each value would represent a weight and would be saved on a vector $\Omega$.

$$\omega_k = u_k^T (\Gamma - \psi)$$

$$\Omega = [\omega_1, \omega_2, \omega_3, \ldots \ldots \omega_M]$$

We now determine which face class provides the best description for the input image. This is done by minimizing the Euclidean distance

$$\epsilon_k = ||\Omega - \Omega_k||^2$$

The input face is considered to belong to a class if min value of $\epsilon_k$ is bellow the given threshold $\theta$. Then the face image is considered to be a known face. If min value of $\epsilon_k$ is above the given threshold, then the image can be determined as an unknown face.

The face recognition system in real world environment is used in different places. These places store numbers of faces. Suppose in voter list of any country stores cores of faces. But completed of our thesis and project we used thousands of human face images. A face image $(x, y)$ be a two dimensional $N$ by $N$ array of (8 bit) intensity values. An image also be considered as a vector of dimension $N \times N$, so that a typical image of size $128 \times 128$ becomes a vector of dimension $16384$. 

Fig. 2 These are the eigfnaces of our set of original image.
First we input a known image and observed the Euclidean distance. This distance tells us how close the input image is from the the images on our training set. As we can see from the values at the end of each picture the maximum Euclidean distance for a face is approximately 9.8906e+8 and the minimum is around 4.8445e+007. Based on these distances we can make a decision of whether the face is a known face, an unknown face, or not a face at all. This result shows in Table 3.

<table>
<thead>
<tr>
<th>Test Image Type</th>
<th>Threshold Value</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known Image</td>
<td>4.8445e+007</td>
<td>100%</td>
</tr>
<tr>
<td>Unknown Image</td>
<td>9.8906e+8</td>
<td>100%</td>
</tr>
<tr>
<td>Known but Different Angle</td>
<td>4.8445e+007</td>
<td>75%</td>
</tr>
</tbody>
</table>

Table 2 Max Value of Euclidean Distance

Table 3 Recognition Rate of Testing Image
5 Result Analysis

From this result, we show the recognition 75% successfully when same man but different face image, 100% successfully when known face same image, 100% successfully when unknown man face image.

![Fig. 5 Output Result of known man different image](image)

![Fig. 6 Output Result of known man same image](image)

![Fig. 7 Output Result of known man same image](image)

6 FURTHER ISSUES AND CONCLUSION

We are currently extending the system to deal with a range of aspects by defining a small number of face classes for each known person corresponding to characteristic views [10]. Because of the speed of the recognition, the system has many chances within a few seconds to attempt to recognize many slightly different views, at least one of which is likely to fall close to one of the characteristic views. An intelligent system should also have an ability to adapt over time. Reasoning about images in face space provides a means to learn and subsequently recognize new faces in an unsupervised manner [12]. When an image is sufficiently close to face space but not classified as one of the familiar faces, it is initially labeled as unknown. The eigenface approach to face recognition was motivated by information theory, leading to the idea of basing face recognition on a small set of image features that best approximate the set of known face images, without requiring that they correspond to our intuitive notion of facial parts and features. Although it is not an elegant solution to general object recognition problem, the eigenface approach does provide a practical solution that is well fitted to the problem of face recognition. It is fast, relatively simple, and has been shown to work well in a somewhat constrained environment.
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