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Abstract— Natural language processing (NLP) is a field in computer science research that is exploring automation of spoken languages. 
This domain has a lot of potential to produce applications that will reduce ambiguity between humans and machines. Correction of English 
sentences given an incorrect sentence with words in the wrong order is one such application that enables people to learn English at a 
basic level through translation. In this work, a rule-based approach is employed to rearrange words in a wrongly ordered simple English 
sentence to obtain a correct and meaningful sentence. This is a prerequisite for any translation software. 

Index Terms—Rule based training, Natural language processing, Part-of-speech tagging, English grammar, Word-types, Computational 
linguistics, Sentence autocorrect, Named-entity recognition. 

——————————      —————————— 

1   INTRODUCTION 
Word-type of a given word refers to the category it belongs to 
as defined by English grammar. This is used as a parameter to 
arrange sentences grammatically. The word types considered 
here are a few and their arrangement according to proper pos- 
itions is proposed in this work. This will enable correction of 
simple sentences which contain word types that are consid-
ered in this work. 

A major application of NLP is the translation of lan-
guages from one to another. In the machine translation of any 
other language to English, an interface is first used to input a 
sentence. The second step is to pre-process the input text and 
then parse it into corresponding English characters and then 
to corresponding English words. Subsequently, an algorithm 
is applied to get the final output in the form of correct English 
sentences [1]. During this process, after pre-processing the 
input text, incorrectly ordered English sentences are obtained. 
Correction of these sentences is a major issue to tackle. 

Sentence correction has been an important emerging is-
sue in computer-assisted language learning. Existing tech-
niques based on grammar rules or statistical machine transla-
tion are still not robust enough to tackle the common errors in 
sentences produced by language learners. A relative position 
language model and a parse template language model has 
been proposed to complement traditional language modeling 
techniques in addressing this problem [2]. Also, prepositional 
phase errors and orthographic errors are the major issue in 
machine translation [3]. 

The correction of a sentence starts with tagging word-
types to determine the word’s position in the sentence. The 

tagging process is carried out through “part-of-speech tag-
ging” techniques [4], [5]. In this work, simple word and word-
type associations are used. Further, to tackle the issue of sen-
tence correction, a rule based approach using the tagged 
word-types for the reordering of words is described in this 
work. 

2    PROCEDURE FOR RULE BASED SIMPLE ENGLISH 
SENTENCE CORRECTION 

In this work, a rule based approach is employed to 
handle the correction of English sentences by rearrangement. 
Using various grammar rules that tackle simple sentences 
from the basic grammar rules in [6], a rule has been devised to 
handle jumbled words in incorrect English sentences. These 
sentences can be rearranged after word-tagging to form simple 
meaningful English sentences.  

In this work, each word is associated with a specific 
word-type (subject, object, etc.). Each one of these word-types 
is assigned a particular position in a sentence based on the 
rule devised. If the words belonging to particular word-types 
take positions other than the ones mentioned in the grammar 
rule, then the words are swapped to make the sentence 
grammatically correct, thereby essentially rearranging all the 
words to obtain a meaningful sentence. 

3     EQUATIONS 
The grammar rule to correct scrambled English sentences is 

given by the equation below:  

The terms used in the equation are: 
1. Subject adjective: The adjective for subject. 
2. Subject verb: Verb that refers to the subject. 
3. Object adjective: The adjective for object. 
4. Object: Refers to the object in the sentence. 
5. Indeclinable list: The list of indeclinables (mostly used 

as prepositions). 
6. Adjective noun pairs list: List of adjective and noun 

pairs that appear in a sentence. 
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(Subject adjective)–subject–verb–(object adjective)-
(object)–[indeclinables list]–[(adjective)(noun) pairs list]     (1) 
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4 IMPLEMENTATION AND RESULTS 

During the implementation of the rule based sentence correc-
tor, grammatically incorrect and unordered sentences were 
considered. Let us take for instance, the incorrect sentence “a 
pretty is girl Samantha.”. Such sentences have to be corrected 
so as to obtain a sensible and grammatically correct sentences. 

Table 1 shows the pseudocode for the sentenceCorrec-
tor method. The sentence correction process is done using the 
‘type of word’. Each word in the English dictionary is assigned 
a specific word-type, such as verb, noun, adjective, etc., which 
is usually already available. During autocorrect, the word type 
of each word is found. For instance, in the given example – “a 
pretty is girl Samantha” the word types would be: ‘a pretty’-
adjective, ‘is’-verb, ‘girl’-noun, ‘Samantha’-proper noun. At 
this point, the adjective-noun pairs are determined based on 
their occurrence in the native language before translation to 
English. Thus, ‘a pretty’ and ‘girl’ become an adjective-noun 
pair. 

 
There are basically 7 sets of words recognized in this 

work. They are: Subject, Subject adjective(s), Verb, Object, Ob-
ject adjective(s), Indeclinable(s), Remaining Adjective - Nouns 
pairs. The assigned word-types of every word encountered in 
the input are compared with the 7 basic types. Proper nouns 
encountered are given preference to assign Subject or Object 
positions. So in the given example, the new assignment is 
made as follows: ‘a pretty’-object adjective, ‘is’-verb, ‘girl’-
object, ‘Samantha’-subject. Every sentence will have words 
which come under at least a few of these word types, out of 
which subject and verb mandatorily appear, as shown in the 
example. Each of these word types has a specific position in an 
English sentence, so as to make the sentence grammatically 
correct. The order of word-types in the rule followed in this 
work is as follows: 

 

1. Subject adjective(s) 
2. Subject  
3. Verb 
4. Object adjective(s) 
5. Object  
6. Indeclinable(s) 
7. Remaining Adjective - Nouns pairs. 
This is as shown in (1). Now, once the compared word-

types are matched, the words are placed in their respective 
positions in the sentence order. In the given example, the sen-
tence placement is done as follows:  

1. null 
2. Samantha 
3. is 
4. a pretty 
5. girl 
6. null 
7. null 

The corrected sentence is finally obtained. The given exam-
ple now becomes “Samantha is a pretty girl.”, which is a cor-
rect and meaningful English sentence. 

5   CONCLUSION 
This work takes into account the design and implementation 
of a system for the correction of jumbled sentences after trans-
lation of simple sentences from other languages to English. 
These sentences may consist of subject(s), object(s), verb, ad-
jectives(s), noun(s) and indeclinable(s) using simple grammar 
rules, thus solving the issue of sentence correction that com-
puter assisted language software faces today.  

This work would help people by giving grammatical-
ly correct English sentences. This solution can be extended for 
different parts of a sentence with more complex word-tagging 
and grammar rules. 
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