Robust empirical correlation development for subcooled flow boiling heat transfer in internal combustion engines
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Abstract — The subjects of heat transfer and cooling system are very important topics in the Internal Combustion Engines (ICE). In modern cooling systems, low weight, small size and high compactness are the critical designing criteria that requires heat transfer enhancement. Using the boiling phenomenon is one of the methods to increase heat transfer in the coolant system of an ICE. Due to the importance of this phenomenon, the accuracy of the existing model must be improved continuously. The Boiling which takes place in some of the cooling water jacket can be analyzed with the combination of forced convection and pool boiling models. A suppression factor is multiplied with the pool boiling model to lower its impact. In this study, a new robust empirical correlation is developed mathematically along with existing models. To ensure the accuracy of this new proposed correlation, an experimental test rig was set up and comprehensive data was collected. It showed good consistency between the new developed model and the experimental data. This correlation will predict the flow boiling in the ICE cooling passages better than previous models.

Index Terms— Flow boiling, Heat transfer, Internal combustion engine

1 INTRODUCTION

The heat released in a combustion chamber of an engine is divided into three main parts. Only about one third of the input energy is converted to useful output power and the rest is wasted by means of exhaust gases and cooling system. The main goal of the cooling system is to keep the engine components at proper temperature. Although the heat rejected to the coolant of an ICE varied with the type, load and speed of an engine, but in general, it is about 17 to 26 percent of the input energy in a SI engine and 16 to 35 percent in a CI engine [1]. Some regions of the cylinder head such as exhaust valve and valves bridges may experience heat fluxes as high as 10 MW/m² during the combustion period [1]. This high heat flux in one hand and the industry demand for lower cooling system power and downsizing the engine in the other hand requires cooling system enhancement. Clough [2] proposed precision cooling system due to different heat fluxes regions along the water jacket. In the precision cooling the heat transfer coefficient is increased around high heat flux regions to achieve uniform temperature. In a water cooled engine, the heat is removed by forced convection through the water jacket. Therefore to increase the heat rejection from the chamber walls, the convection coefficient should be somehow enhanced. A method which causes a considerable increase in convection coefficient is boiling phenomenon [3, 4]. This motivates the researchers to study the nature and modeling of this phenomenon in ICE.

Boiling takes place at a solid-liquid interface in which the temperature of the solid surface is higher than saturation temperature of the liquid as shown in figure 1. When the fluid adjacent to the hot surface, has no motion, the process called pool boiling and otherwise it called flow boiling. It also can be classified as saturated boiling and subcooled boiling. In the saturated boiling regime, the bulk temperature of the fluid is at the saturation temperature of it and in the subcooled boiling regime the bulk temperature of the fluid is less than its saturation temperature. The boiling phenomenon which may occur in some regions of an ICE water jacket is a subcooled flow boiling regime. During the boiling phenomenon, due to the latent heat of the fluid, huge amount of energy is transferred from the hot solid surface. By increasing the wall temperature, the rate and number of bubbles creation increases and consequently the heat transfer coefficient increases. At a specific point of the wall temperature called CHF, the velocity of bubble formation outpaces the velocity of the bubbles departure from the heated surface. In this stage, gradually a vapor layer covers the heated surface and the heat transfer coefficient decreases which must be avoided in the ICE cooling. Finlay [5] is one of the pioneers in the modeling of subcooled flow boiling in ICE. He simulated the boiling process in the water jacket experimentally and theoretically. Mixture of water and ethylene glycol is used as the coolant. Finlay showed that in high flow velocities, the forced convection is dominating mode of the heat transfer. Whereas, at low flow velocities strong nucleate boiling takes place. He used the Chen’s correlation [6] as theoretical model and reported good agreement between this and the experimental results. Chen suggests by equation 1 the heat flux removal by the flow boiling can be considered by two parts namely forced convection and pool boiling term multiplies by a suppression factor.

\[ q_{w,b}^* = q_{fc}^* + q_{nb}^* \times S_{Chen} = h_{fc} (T_w - T_f) + h_{nb} (T_w - T_s) \times S_{Chen} \] (1)

Chen used Dittus-Boelter [7] and Forster-Zuber [8] correlation for force convection and boiling HTC respectively. The effect of surface roughness was not considered in either of them. The
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effect of surface roughness on boiling phenomenon was studied experimentally by Campbell et al [9]. Robinson et al [10, 11] continued Campbell work theoretically. Although they used Chen’s model like Finlay, but they modify the force convection HTC. Robinson’s simulation is more precise than Finlay results. At high flow velocity that force convection dominates, there is a good agreement between the experimental and Robinson’s model. But at low flow velocity that the boiling plays an important role some deviations appear between the simulation and experimental results. The subcooled flow boiling was investigated experimentally and theoretically by Steiner [12]. A new suppression factor called BDL is used in Chen’s model. Due to this modification a good consistency is reported between Steiner’s result and the experimental data. Another experimental and theoretical research was conducted on an ICE by Lee et al [13,14] based on Chen’s model. Based on the experimental results Lee introduced a factor of 2 should be multiplied by the forced convection term. Despite all the efforts done by researchers, lack of close consistency between the experimental data and proposed models especially in low velocity that boiling has a considerable role in heat transfer is seen. The purpose of this study is to improve the accuracy of the flow boiling heat transfer modeling.

2 MATHEMATICAL FORMULATION OF THE SUBCOOLED FLOW BOILING

Many correlations have been proposed in order to model the flow boiling. Most of these correlations as shown in eq. (1), are based on this principle that the boiling heat flux consists of two components: force convection and pool boiling. This concept of additive contributions was introduced by Rohsenow [15] firstly. Although he proposed it for saturated flow boiling, but it is being also used for subcooled flow boiling specially in ICE water jacket [5, 9-14]. To model the flow boiling, a coefficient called suppression factor should multiply by nucleate pool boiling heat flux to undermine the severity of the boiling effect.

2.1 Convection Term

The general correlation for the convection term is given as follows

\[ q_{fc}^* = h_{fc} (T_w - T_b) \]  

(2)

Many correlations were introduced for HTC. The most popular ones are those introduced by Dittus-Boelter and Gnielinski [3]. These are given in equations 3 and 4 respectively.

\[ \frac{h_{fc}}{h_w} = \left( \frac{\mu_D}{\rho_D} \right)^{0.14} \times \left( \frac{x}{D_h} \right)^{0.7} \times \left( 1 + 23.99 \frac{Re}{Pr} \right)^{0.8} \times \left( \frac{Pr}{Pr^*} \right)^{0.6} \]  

(3)

\[ \frac{Nu_{Gnielinski}}{Nu_{Re,Pr}} = \frac{Re_p Pr^{0.5}}{8} \left( \frac{f}{f^*} \right) \]  

(4)

These correlations are given for hydraulically and thermally fully developed conditions. Considering the effect of surface roughness is the main advantage of the Gnielinski correlation to the Dittus-Boelter one. For rough pipes, the friction factor can be read from a standard Moody diagram, which defines the friction factor as a function of Reynolds number and relative roughness. Alternatively, several correlations are available for predicting the friction factor as a function of relative roughness and Reynolds number. One of the most widely accepted correlation for friction factor is as follows [16]:

\[ f = \frac{0.25}{(\log \left( \frac{e}{3.7D_h} + \frac{5.74}{Re} \right))^2} \]  

(5)

To simulate the boiling phenomenon in the water jacket of an ICE, the experimental setup is designed in such way that has more resemblance to the water jacket of a cylinder head. In this study, the experimental data of three different setups are used for the validation. Where it is needed, the effect of entrance length and the unheated length [17] must be included in the calculations. Furthermore due to the large fluid viscosity variation near the hot surface, the Seider-Tate [3] correction factor should be applied. Hence, the final Gnielinski HTC which includes the three above corrections can be stated as eq. (6).

\[ h_{fc} = h_{fc,Gnielinski} \times \left( \frac{h_p}{h_w} \right)^{0.14} \times \left( 1 + 23.99 \frac{Re}{Pr} \right)^{0.8} \times \left( \frac{Pr}{Pr^*} \right)^{0.6} \times \left( \frac{f}{f^*} \right) \]  

(6)

2.2 Boiling Term

The heat flux due to the pool nucleate boiling on a hot surface is given by the following equation.

\[ q_{nb}^* = h_{nb} (T_w - T_s) \]  

(7)

Many researchers have studied the boiling phenomenon experimentally and introduced some correlations for its simulation. Rohsenow [18] presented eq. (8) for calculating the nucleate boiling heat transfer coefficient. This is among the oldest and most widely used one.

\[ h_{nb,Rohsenow} = \left[ \frac{C_p}{C_{sat}} \left( \frac{T_w - T_s}{h_{ig}} \right) \left( \frac{k \Delta P}{g \rho \sigma^2} \right)^n \left( \frac{f}{f^*} \right) \right] \]  

(8)

Where \( n = 0.33, m = 0 \) for water and \( m = 0.7 \) for other fluids. The recommended values of parameter \( C_{sat} \) for various solid-fluid combination are given in Rohsenow [19]. This parameter varies in the relatively wide range 0.003 <\( C_{sat} < 0.0154 \). A value of 0.013 is recommended for unknown pairs.

The other widely used correlation for \( h_{nb} \) is Forster-Zuber’s...
[8] model given as eq.(9). Although the Forster-Zuber’s model is simple and general but it doesn’t consider the surface roughness.

\[ h_{nb, Forster-Zuber} = 0.00122 \left[ \frac{k_i}{\mu_i^{0.45} \rho_i^{0.49} \beta_i^{0.49} \left( \frac{h_p}{h_i} \right)^{0.24} \left( \Delta P_i \right)^{0.24} \left( \Delta T_i \right)^{0.75}} \right] \]

In another experimentally work, Cooper [20] derived correlation that is applicable to different fluids.

\[ h_{nb, Cooper} = \left[ 55.0 \left( \frac{P}{P_{cr}} \right)^{n_1} \left( -\log_{10} \frac{P}{P_{cr}} \right)^{0.55} M^{0.5} \right] \left( T_w - T_c \right)^{n_2} \]

Equation (12) is another correlation based on extensive experimental data which was given by Gorenflo [4].

\[ h_{Gorenflo} = \left[ \frac{q_0^n}{h_{0,PR} (R_p/R_s)^{0.133} \left( T_w - T_{sat} \right)^{n_2}} \right]^{1/n_2-1} \]

In the above equation, the parameter “n1” is given by eq. (11).

\[ n_1 = 0.12 - 0.21 \log_{10} R_p \]

The suppression factor S exists in front of the boiling HTC of eq. (1) must be calculated too. Chen [6] was the pioneer of introducing this suppression factor. Then this model was modified by Butterworth [21] and was presented as eq. (15).

\[ S_{Chen} = \frac{1}{1 + 2.53 \times 10^{-6} (Re)^{1.17}} \]

Another suppression factor which introduced by Steiner [12] is the Boiling Departure Lift off, BDL suppression factor. The BDL model attempts to model the flow-induced suppression based on the local dynamics of a vapor bubble subject to the surrounding flow field near the heated surface. Thereby, the BDL model utilizes a concept which was originally proposed by Zeng et al [23]. According to the theory of Zeng, the whole process of vapor bubble lifting-off basically evolves in three different steps as it shown in figure 2. At the first stage the bubble is attached to its nucleation site, and it is inclined by the angle \( \theta < 90 \), due to the hydrodynamic flow forces. The attached bubble is growing until it reaches a critical departure volume \( V_D \) where the bubble is dragged of its nucleation site.

At this point the volume equivalent departure radius is defined as eq. (16):

\[ r_D = \left( \frac{3V_D}{4\pi} \right)^{1/3} \]

In the second stage, \( \theta = 0 \), and the bubbles grow to a point where buoyancy force is enough to lift-off the bubble. Then third stage begins as the bubbles lift-off start. The lift-off radius corresponding to the volume at this stage is as follows:

\[ r_L = \left( \frac{3V_L}{4\pi} \right)^{1/3} \]

Based on the above explanation, the flow induced suppression factor is given by eq. (18) [12].

\[ S_{flow} = \frac{r_D}{r_L} \]

In the BDL model, the effect of subcooling is also considered and given by eq. (19) [12].

\[ S_{sub} = \frac{T_w - T_c}{T_w - T_b} \]

Therefore the total BDL suppression factor is the product of the flow-induced and the subcooling ones.

\[ S_{BDL} = S_{flow} \times S_{sub} \]

To obtain the \( r_D \) and \( r_L \) of the eq. (18) the momentum balance equations along the x and y axis should be solved. As shown in figure 3, the x and y momentum balances are given in eq. (21) and eq. (22) respectively.

\[ \frac{d^2 \phi}{dx^2} F + F \sin \theta = 0 \]

\[ \frac{1}{2} F_{sl} \cos \theta + F_{bc} = 0 \]

In the above equations the \( F_d, F_{du}, F_{bc}, F_{sl} \) are drag force, bubble growth force, buoyancy force and shear lift force respectively. The expressions of these forces are given in eq. (23) to eq. (26) respectively. The effect of surface tension is assumed to be negligible.
\[
F_{bcy} = \frac{4}{3} \pi r_b^3 \rho
\]
\[
F_{dus} = \rho \pi r_i^2 \left( \frac{3}{2} C_f \tau_w r \right)^{-\frac{2}{3}}
\]
In eq. (24), Reb (is called bubble Reynolds number) and Gs are given as follows.
\[
Re_b = \frac{2 \rho u_r}{\mu_1}
\]
\[
G_s = \left| \frac{d_u}{d_y} \right| \frac{r}{u}
\]
In the bubble Reynolds number, “u” is the velocity of the flow at the center of the bubble within boundary layer. The Cs imbedded in eq. (26), bubble growth force correlation, is suggested to be 6.67 by [12]. In this equation the radius of the bubble is obtained by eq. (29) presented by Zuber [24].
\[
r_b(t) = \frac{2b}{\sqrt{\pi}} J_a \sqrt{t}
\]
Where the Jacobe number is defined by eq. (30)
\[
J_a = \frac{\rho_l C_{pl} (T_w - T_i)}{\rho_g \mu_1}
\]
Parameter “b” is an empirical constant where has been suggested 1.73 for vertical flow [25] and 0.21 for horizontal flow [12].

The velocity profile exists in the momentum equation must be determined first before solving them. Turbulent velocity profile inside the boundary layer can be found from eq. (31).
\[
u^+ = 5 \ln \nu^+ - 3.05 \quad 5 < \nu^+ < 30
\]
\[
u^+ = 2.5 \ln \nu^+ - 5.5 \quad \nu^+ \geq 5
\]
Where the \( \nu^+ \) and \( \nu^* \) are defined by:
\[
u^* = \frac{u_b}{u_r} = \frac{u_b}{\sqrt{\nu^+/\mu_1}}
\]
In order to determine the \( r_D \) and \( r_L \), eq. (21) and eq. (22) must be solved at the instant of departure and lift off respectively. Affirmation values must be used in those equations.

At the lift off condition there isn’t any slip in the velocity between the bubble and its surrounding liquid. Therefore the drag and shear-lift force and also the inclination angle, \( \theta \) are zero. Hence for obtaining \( r_L \), the momentum equations reduce to one eq. (36).
\[
F_{dus} + F_{bcy} = 0
\]
Eq. (21) and eq. (22) must be solved simultaneously to obtain \( r_D \).
As it is shown in figure 4, the accuracy of obtained Sflow which is the ratio of the \( r_D \) to \( r_L \), is compared to Steiner et al [12]. Small difference between two diagrams may be related to the usage of different velocity profiles.

By determining the above parameters, the flow boiling heat flux can be calculated from eq. (37). Four different \( h_{hub} \), i.e. \( h_{Rohsenow} \), \( h_{Forster-Zuber} \), \( h_{Cooper} \) and \( h_{Gorenflo} \) and two suppression factors, \( S_{Chen} \) and \( S_{BDL} \) are examined in this equation to introduce a new model with higher accuracy.
\[
h_s = h_{fc,Gnielinski} + h_{Rohsenow} (T_w - T_b) + h_{Forster-Zuber} (T_w - T_i) \times S
\]
3 EXPERIMENTAL SETUP

3.1 Description
To validate the new proposed correlation an experimental study was conducted thoroughly. In this experiment the flow boiling behavior of both fluids of pure water and mixture of 50-50 water and ethylene glycol was investigated. The schematic of experimental setup is shown in figure 5. The experimental apparatus is composed of a rectangular duct, test section, heater, variable pump, a reservoir, pre heater, condenser, flow meter, three pressure transducers, aluminum head, copper body, and few thermocouples. The test section (circular surface) with diameter of 15mm is located at the bottom of the rectangular channel and heated by heater as shown in figure 6.

This test section is placed 90 cm from inlet of the duct to ensure the flow is hydrodynamically fully developed at this section. The test section surface temperature is evaluated by extrapolating of three measured temperatures along the tip of the test section as shown in figure 7. The aluminum head is mounted on the top of a copper body which is heated by a 1000W rod heater as shown in figure 7. To minimize the heat loss between the aluminum head and the copper body, special high conductivity oil is used at the conjunction. The copper body and aluminum head are well insulated during the test. K-type thermocouples with accuracy of 0.1 K are used in this experiment. To visualize the flow and bubbles, the channel was fabricated with plexy glass panels. Length of the channel is 140 cm and its cross section area is 2×3 cm². To provide the most resemblance to the engine water jacket, the fluid pressure and temperature around the test section was set to be 1.4 bar and 85°C respectively. A pre-heater with a controller was used to control the inlet temperature of the fluid in the reservoir. The pre-heater was turned on and off by an on-off controller with respect to the temperature of the fluid in the reservoir. A condenser was used in the reservoir to provide constant pressure and also to condense any existing vapor. All Thermocouples and heater were connected to a data acquisition system (model: ADAM 5000/TCP) to record the experimental data. The flow rate was controlled by two bypass valves and measured by a rotameter (model: GEC-Elliotte) with accuracy of 0.1 L/min. This rotameter is calibrated for pure water at a definite temperature and it must be recalibrated for different fluids with different densities. The following equation is used to calculate the flow rate for different fluids:

\[ Q_2 = Q_1 \left( \frac{\rho_1 (\rho_1 - \rho_2)}{\rho_2 (\rho_1 - \rho_1)} \right) \]  

Where \( Q_2 \) and \( Q_1 \) are the volumetric flow rate of new fluid and reference one

All the setup was calibrated prior to the data collection. Each test was run few times to make insure its repeatability and their average values were used in each case.
3.2 Error analysis
In this section the uncertainty of the results is calculated. According to theory of error distribution by Taylor series, equation 38 is used to calculate the uncertainty of a multivariable parameter with 95% certainty [26].

\[
U_{95} = \sqrt{\sum_{i=1}^{J} \left( \frac{\partial r}{\partial X_i} \right)^2 U_i^2}
\]

(39)

In this equation \(U_{95}\) is the total error of a multivariable parameter \(r\), \(X_i\) is an independent variable and \(U_i\) is its error and \(J\) is the number of variables. The accuracy of each measuring parameters are given in Table 1. These values are provided by the manufacturers.

<table>
<thead>
<tr>
<th>variable</th>
<th>symbol</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>distance</td>
<td>(U_x)</td>
<td>±0.05mm</td>
</tr>
<tr>
<td>Temperature</td>
<td>(U_T)</td>
<td>±0.1°C</td>
</tr>
<tr>
<td>Volume flow rate</td>
<td>(U_Q)</td>
<td>±2%</td>
</tr>
</tbody>
</table>

In this study the error analysis are carried out for the two main measured parameters, namely the heat flux and temperature. The temperature is an independent variable that its error is given in table 1. But the heat flux is a dependent variable which depends to some variables as it shown in equation 3.

\[
q^* = -k \frac{\Delta T}{\Delta x}
\]

(40)

\[
\frac{U_{q^*}}{q^*} = \sqrt{\left( \frac{U_{\Delta T}}{\Delta T} \right)^2 + \left( \frac{U_{\Delta x}}{\Delta x} \right)^2}
\]

(41)

With respect to the table 1 and measured data for \(\Delta T\) and \(\Delta x\) the calculation error of the measured heat flux is about 2.7%.

4 RESULTS AND DISCUSSION
In this section the eight possible combination models are compared with two extensive experimental data carried out by Robinson et al [10] and Lee [14]. All the conditions such as temperature, pressure, channel geometry, fluid type, surface roughness, flow rate and etc are simulated for each case. The comparisons are done for pure water and ICE coolant, 50-50 water-ethylene glycol. As shown in the following figures, the experimental data fall within the predicted results for all cases. The main purpose of this examination is to obtain a general empirical equation for flow boiling heat transfer prediction. Figures 8 to 14 and figures 15 to 18 show the results of the present models along with the Lee and Robinson’s experimental data for the water and the 50-50 water-ethylene glycol respectively.
For water it can be observed clearly that the model with $h_{Gorenflo}$ and $S_{BDL}$ gives the more accurate results than the others. Tables 2 and 3 give the average and the maximum error of this case respectively.

**Table 2: Percent of Average Error of the Model with $h_{Gorenflo}$ and $S_{BDL}$ for Water at 90°C**

<table>
<thead>
<tr>
<th>Fluid Velocity</th>
<th>1 bar</th>
<th>1.4 bar</th>
<th>2 bar</th>
<th>2.6 bar</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25 m/s</td>
<td>2.44</td>
<td>NA</td>
<td>1.11</td>
<td>NA</td>
</tr>
<tr>
<td>0.5 m/s</td>
<td>2.09</td>
<td>3.03</td>
<td>2.06</td>
<td>1.91</td>
</tr>
<tr>
<td>1 m/s</td>
<td>3.6</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

**Table 3: Percent of Maximum Error of the Model with $h_{Gorenflo}$ and $S_{BDL}$ for Water at 90°C**

<table>
<thead>
<tr>
<th>Fluid Velocity</th>
<th>0.25 m/s</th>
<th>0.5 m/s</th>
<th>1 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 bar</td>
<td>2.91</td>
<td>4.23</td>
<td>4.82</td>
</tr>
</tbody>
</table>
As it was mentioned earlier, figures 15 to 18 show the results of different flow boiling models for 50-50 water-EG.

For 50-50 water-EG as a coolant of the engine, the flow boiling model with both $h_{\text{Gorenflo}}$ and $h_{\text{Cooper}}$ along with $S_{\text{BDL}}$ shows a good consistency with the experimental data. Tables 4 and 5 give the average and the maximum error of these two models for 50-50 water-EG respectively.

### Table 4: Percent of Average Error of the Model with $h_{\text{Gorenflo}}$ and $h_{\text{Cooper}}$ along with $S_{\text{BDL}}$ for 50-50 Water-EG at 90°C

<table>
<thead>
<tr>
<th>Velocity (m/s)</th>
<th>$h_{\text{Gorenflo}}$</th>
<th>$h_{\text{Cooper}}$</th>
<th>$h_{\text{Gorenflo}}$</th>
<th>$h_{\text{Cooper}}$</th>
<th>$h_{\text{Gorenflo}}$</th>
<th>$h_{\text{Cooper}}$</th>
<th>$h_{\text{Gorenflo}}$</th>
<th>$h_{\text{Cooper}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25 m/s</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>0.5 m/s</td>
<td>4.65</td>
<td>4.08</td>
<td>4.57</td>
<td>3.21</td>
<td>3.21</td>
<td>4.05</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>1 m/s</td>
<td>4.65</td>
<td>4.08</td>
<td>4.57</td>
<td>3.21</td>
<td>3.21</td>
<td>4.05</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>1.5 m/s</td>
<td>4.65</td>
<td>4.08</td>
<td>4.57</td>
<td>3.21</td>
<td>3.21</td>
<td>4.05</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

### Table 5: Percent of Maximum Error of the Model with $h_{\text{Gorenflo}}$ and $h_{\text{Cooper}}$ along with $S_{\text{BDL}}$ for 50-50 Water-EG at 90°C

<table>
<thead>
<tr>
<th>Velocity (m/s)</th>
<th>$h_{\text{Gorenflo}}$</th>
<th>$h_{\text{Cooper}}$</th>
<th>$h_{\text{Gorenflo}}$</th>
<th>$h_{\text{Cooper}}$</th>
<th>$h_{\text{Gorenflo}}$</th>
<th>$h_{\text{Cooper}}$</th>
<th>$h_{\text{Gorenflo}}$</th>
<th>$h_{\text{Cooper}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25 m/s</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>0.5 m/s</td>
<td>7.63</td>
<td>6.29</td>
<td>6.58</td>
<td>3.21</td>
<td>4.61</td>
<td>5.1</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>1 m/s</td>
<td>7.63</td>
<td>6.29</td>
<td>6.58</td>
<td>3.21</td>
<td>4.61</td>
<td>5.1</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>1.5 m/s</td>
<td>7.63</td>
<td>6.29</td>
<td>6.58</td>
<td>3.21</td>
<td>4.61</td>
<td>5.1</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>
Following these discussions, one can conclude that the new obtained model along with $h_{\text{Gorenflo}}$ and $S_{\text{BDL}}$ predicts more robust and accurate results for both the water and the 50-50 water-EG fluids. In other words, the trend of this model follows the experimental data more precisely than the three other models as shown in the figures. It seems there are two reasons to explain why the $S_{\text{BDL}}$ predicts better than $S_{\text{Chen}}$. First, the bubble-liquid surface impact on the boiling flow is taken into account as explained in [12]. Secondly, the surface roughness which influences the velocity field of the flow boiling is considered in this model [12].

It should be noted that the model is closer to the experimental data in the case of water than the mixture of water-EG. This is due to the some constants used in the empirical correlation. The values of these constants are well developed for some fluids such as water and refrigerant [4]. Whereas for others general estimated values are used. Therefore, the general estimated values are used for the ICE coolant to predict the flow boiling of the mixture.

The results obtained from the new empirical model were also compared with the collected experimental data to confirm the accuracy of it. Figures 20 to 22 show the comparison for water and figures 23 and 24 for water-EG at different velocities.

As it is seen from figures 19 to 23 the proposed model trend follows the experimental data with good consistency. The average error for water velocities of 0.5, 0.75 and 1 m/s are 2.14, 1.34 and 1.39 percent respectively while for the mixture 50-50 water-EG the error in velocities of 0.5 and 0.75 m/s are 2.15 and 3.5 percent. It implies that in the case of 50-50 water-EG, the model has lower accuracy in comparison of water. The lower accuracy of the model for the mixture water-EG can be related to the lack of existing values for the constants used in the empirical equation as mentioned before.

**Fig. 19.** Heat flux versus wall temperature at pressure of 1.4 bar, fluid velocity of 0.5 m/s and inlet temperature of 85°C, water

**Fig. 20.** Heat flux versus wall temperature at pressure of 1.4 bar, fluid velocity of 0.75 m/s and inlet temperature of 85°C, water

**Fig. 21.** Heat flux versus wall temperature at pressure of 1.4 bar, fluid velocity of 1 m/s and inlet temperature of 85°C, water

**Fig. 22.** Heat flux versus wall temperature at pressure of 1.4 bar, fluid velocity of 0.5 m/s and inlet temperature of 85°C, 50-50 water-EG
5 CONCLUSION

In this paper the accuracy of different existing models for predicting the internal flow boiling were examined mathematically and experimentally. In general, the flow boiling model consists of two parts, namely force convection and pool boiling. The later one is modified by a parameter called suppression factor. The Gnielinski correlation is used for the force convection term and four different pool boiling models along with two different suppression factors are used to develop a new model. The simulation of the flow boiling for pure water and 50-50 water-ethylene glycol mixtures is carried over a range velocity, 0.25< V <1.5m/s, pressure 1.0< P <2.6bar and the bulk temperature of 90 ºC and 85ºC respectively. Based on these analyses a new robust and accurate model was developed. The pool boiling heat transfer coefficient, h_Gorenflo and BDL suppression factor are used in this model. This new model is then validated with the in house collected experimental data which shows good agreement. The maximum average error predicted with this model for water is 2.14% and for mixture is 3.5%.
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Fig. 23. Heat flux versus wall temperature at pressure of 1.4bar, fluid velocity of 0.75m/s and inlet temperature of 85°C, 50-50 water-EG