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Abstract—Software organizations spend huge amount of cost on managing programming bugs. An unavoidable stride of fixing bugs is bug triage, which expects to effectively allocate a developer to a new bug. To diminish the time cost in manual work, text classification techniques are applied to perform automatic bug triage. In this paper, we address the problem of information decrease for bug triage, i.e., how to diminish the scale and enhance the nature of bug data. We use instance selection with feature selection at the same time to decrease information scale on the bug dimension and the word dimension. To focus the request of applying instance selection and feature selection, we extract properties from historical bug information sets and construct a predictive model for new bug information set. Outcomes demonstrate that our data reduction can adequately decrease the data scale and enhance the precision of bug triage. Our work gives a way to deal with leveraging techniques on data processing to form decreased and high-quality bug information in programming advancement and upkeep.
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1 INTRODUCTION

Bug fixing is a significant and lengthy process in software maintenance. For a major software project, the number of daily bugs is so large that it is not possible to handle them without delaying. In recent software development, software repositories are extensive databases for storing the outcomes of software development. Conventional software analysis is not completely appropriate for the large-scale and complex information in software repositories. By using data mining techniques, mining software repositories can discover interesting information in programming repositories and solve real world programming problems. A bug repository (a typical software repository used for storing bug reports), plays an important role in handling software bugs. In a bug repository, a bug is retained as a bug report, which records the textual description of reproducing the bug and updates the status of bug fixing. The two difficult tasks related to bug data that may affect the efficient use of bug repositories in programming development, that is the large scale and the low quality bug data. In this paper, the problem of data reduction for efficient bug triage that means how to reduce the scale and improve the quality of bug data is addressed.

2 LITERATURE SURVEY

Bug repositories are widely used for handling software bugs. A time-consuming stride of handling software bugs is bug triage, which expects to assign a correct developer to fix a new bug [1]. Because of the substantial number of every day bugs and the absence of skill of the considerable number of bugs, manual bug triage is costly in time cost and low in exactness. Cubranic and Murphy first propose the problem of automatic bug triage to diminish the cost of manual bug triage [3]. They apply text categorization method to forecast specific developer that should work on the bug based on the bug’s explanation. Jeong et al find out that over 37 percent of bugs have been reassigned in manual bug triage [7]. They recommend a tossing graph method to diminish reassignment in bug triage.

Anvik et al examine various techniques on bug triage, including information preparation and classic classifiers [2]. Open source development projects commonly support an open bug storehouse to which both developers and clients can report bugs. The reports that show up in this repository must be triaged to figure out whether the report is one which requires consideration and if it is, which developer will be assigned the obligation of resolving the report. Extensive open source advancements are troubled by the rate at which new bug reports show up in the bug store. In paper displays a semi-automated approach expected to simplicity one piece of this procedure, the task of reports to a developer [2].

To examine the interrelations in bug data, Sandusky et al create a bug report network to evaluate the interdependency between bug reports [14]. Also examine relationships among bug reports, Hong et al. construct a
developer public network to examine the association among developers based on the bug information in Mozilla project [6]. This developer public network is cooperative to understand the developer society and the project advancement. By drafting bug priorities to developers, Xuan et al. recognize the developer prioritization in open source bug repositories [9]. The developer prioritization can differentiate developers and aid tasks in software upkeep. To inspect the quality of bug information, Zimmermann et al. prepare questionnaires to developers and clients in three open source projects [23]. Based on the analysis of questionnaires, they distinguish what makes a good bug report and guide a classifier to recognize whether the quality of a bug report should be enhanced. Duplicate bug reports weaken the quality of bug information by delaying the cost of managing bugs.

Instance selection and feature selection are commonly used techniques in data processing. For a given data set, instance selection is to obtain a subset of relevant instances (i.e., bug reports in bug data) [4] while feature selection expects to obtain a subset of relevant features (i.e., words in bug data) [5]. In this paper join instance selection with feature selection at the same time to decrease information scale on the bug dimension and the word dimension.

3 PROPOSED SYSTEM

The objective of paper is to address the problem of data reduction for effective bug triage, i.e., how to reduce the bug information to save the work cost of developers and improve the quality to facilitate the process of bug triage. Data reduction for bug triage expects to build a small-scale and high-quality set of bug data by removing bug reports and words, which are not informative and redundant. In proposed system, we join existing techniques of instance selection and feature selection at the same time to decrease the bug dimension and the word dimension. The reduced bug data contain less bug reports and fewer words than the original bug data and also provides similar information over the original bug data. After that applying clustering technique on resulted reduce bug data set to generate different domain wise clusters. Text classification is used in bugs data set to classify all bugs into different classes. Proposed system is evaluating the reduced bug data by two criteria which are size of a data set and the correctness of bug triage.

3.1 Architecture of Proposed System

![Fig. 1 Block diagram of system architecture](http://www.ijser.org)

Figure shows illustration of reducing bug data for bug triage. In this figure input is bug data set. Bug data set views as a text matrix. Each row of text matrix indicates one bug report and each column of text matrix indicates one word. Instance selection and Feature selection techniques are applying on bug data set to reduce the scale of bug data. Instance selection technique is used to remove bug reports and Feature selection technique is used to remove non-informative words. After that applying clustering technique on resulted reduced bug data set to make different domain wise clusters. In next step Naïve Bayes classifier is used to make classification of bugs data set in to different classes. Finally bugs are assigned to specific developers.


3.2 Flow of Proposed System

1. Take input dataset
2. Apply Data reduction
3. Apply clustering
4. Extract Features-Stored into training set
5. New bug reported
6. Classifier will take two inputs, new bug and training set
7. Output of classifier is predicted set of developers

3.3 Feature Selection

Feature selection is a standard technology to decrease the features of huge data sets in machine learning. The number of variables (or features) gathered in a dataset is typically relatively large and some of these features are not informative or can’t provide high differentiating power. The objective of feature selection algorithm is to remove the irrelevant and redundant words from the selected dataset, thus optimising the performance of the classification and/or clustering algorithms. In addition, for a particular dataset, feature selection can aid to realize which features are important as well as how they are associated. Feature selection can be defined as the procedure of choosing a smallest subset of m features from the original dataset of n features (m is less than n), so that the feature space (i.e. the dimensionality) is optimally reduced according to the evaluation criteria: The classification accuracy does not significantly reduce and The resulting class distribution, given only the values for the selected features, is as similar as possible to the original. A feature selection algorithm generally consists of four steps which are subset generation, subset evaluation, stopping criterion, and result validation. Subset generation is a search procedure which creates subsets of features for evaluation. Each subset generated is verified by some particular evaluation criterion and evaluated with the earlier best one with respect to this criterion. If a new subset is found to be better, then the earlier best subset is replaced with the new subset. In this paper, Feature selection technique is used to remove the words in bug reports which are redundant and non-informative.

3.4 Instance Selection:

As data increases the requirement for data reduction also increases for effective data mining. Instance selection is one of effective means to data reduction. The objective of Instance Selection algorithm is to diminish the size of a dataset while still sustaining the integrity of the actual dataset. In many cases, generalization correctness can raise when noisy instances are eliminated and when decision borders are smoothed to more closely equal the true core function. These instances can also be considered as outliers (or bad data). Specifically, outliers are those data points which are extremely unlikely to arise given a model of the data. In this paper, Instance selection technique is used to reduce the number of instances means bug reports by removing noisy and redundant bug reports. Due to removing a set of instances from a dataset the response time of classification decisions decreases, as some instances are examined when a query instance is presented. This purpose is primary when working with huge database and has limited storage.

4 CONCLUSION

Bug triage is a costly stride of programming upkeep in both work cost and time cost. In this paper, we join feature selection with instance selection to decrease the size of bug data sets and also enhance the data quality. To decide the request of applying instance selection and feature selection for a new bug data set, we extract attributes of each bug information set and prepare a predictive model based on recorded information sets. Our work gives a way to deal with utilizing systems on information handling to shape reduced and high-quality bug information in programming improvement and support.

REFERENCES


