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Abstract— In this paper, a new fuzzy filter for the removal of impulse noise and Gaussian in colour is presented. By working with different successive filtering steps, named as the adaptive statistical quality based filtering technique (ASQFT), is presented for removal of impulse and Gaussian noise in corrupted colour images. A combination of these two filters also helps in eliminating a mixture of these two noises. One strong filtering step that should remove all noise at once would inevitably also remove a considerable amount of detail. Therefore, the noise is filtered step by step. In each step, noisy pixels are detected by the help of fuzzy rules, which are very useful for the processing of human knowledge where linguistic variables are used. The proposed filter is able to efficiently suppress both Gaussian noise and impulse noise, as well as mixed Gaussian impulse noise. The experiments show that proposed method outperforms novel modern filters both visually and in terms of objective quality measures such as the mean absolute error (MAE), the peak-signal-to-noise ratio (PSNR) and the normalized colour difference (NCD). The expectations filter achieves a promising performance.
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1 INTRODUCTION

Digital images are often corrupted by noise during their acquisition and transmission. A fundamental problem in image processing is to effectively suppress noise while keeping intact the desired image features such as edges, textures, and fine details. In particular, two common sources of noise are the so called additive Gaussian noise and impulse noise which are introduced during the acquisition and transmission processes, respectively [1]-[3]. Noisy images can be found in many today’s imaging applications. TV images are corrupted because of atmospheric interference and imperfections in the image reception. Noise is also introduced in digital artworks when scanning damaged surfaces of the originals. Digital cameras introduce noise because of CCD sensor malfunction, electronic interference or flaws in data transmission. cDNA microarray image data contains imperfections due to both source and detector noise in microarray technology, etc In the past years, many methods have been introduced in the literature to remove either Gaussian or impulse noise. However, not all methods are able to deal with images which are simultaneously corrupted with a mixture of Gaussian and impulse noise.

According to the above, the filter design is a challenging task for mixed Gaussian-impulse noise removal. A possible solution is to apply two consecutive filters to remove first impulse noise and then Gaussian noise, or vice versa. However, the application of two filters could dramatically decrease the computational efficiency of the method which implies that this solution could not be practical for real applications. Therefore, it is more interesting to devise specific filters to remove mixed noise. To date, a few methods in the literature are able to approach this problem efficiently. The Adaptive Nearest Neighbor Filter (ANNF) and its variants [4], [5] use a weighted averaging where the weights are computed according to robust measures so that impulses that receive lower weights are reduced. The Fuzzy Vector Median Filter (FVMF) [6] performs a weighted averaging where the weight of each pixel is computed according to its similarity to the robust vector median. Another important family of filters are the partition based filters [7], [8] that classify each pixel to be processed into several signal activity categories which, in turn, are associated to appropriate processing methods. Other filters follow a regularization approach [9] [10] based on the minimization of appropriate energy functions by means of Partial Differential Equations (PDEs). Wavelet theory has also been used to design image filtering methods [11] [12] and the combination of collaborative and wavelet filtering is proposed in [13], [14]. In addition, other methods based on Principal Component Analysis (PCA) [15] have been studied The propose use a fuzzy representation. This leads us to introduce the fuzzy filter group concept which we use to devise a novel filtering procedure. The method presented in this paper is based on well established concepts. It uses fuzzy metrics [16], [17], which have been proven to be efficient and effective for noise detection [18] but, in this case, fuzzy metrics are applied to build the fuzzy filter groups. The proposed method is based on the consecutive application of a fuzzy rule-based switching impulse noise filter and a fuzzy average filtering. Both steps use the same the Adaptive Statistical Quality Based Filtering Technique (ASQFT), which leads to computational savings. (i) ASQFT are represented as fuzzy sets instead of crisp sets used in [19] (ii) it employs a novel fuzzy method first to determine the fuzzy filter group members and then to assign their corresponding membership degrees, (iii) it uses fuzzy rules to detect impulse noise pixels, and (iv) it performs a fuzzy weighted averaging to generate the output. Hence, the combination of these fuzzy components is the main novelty of the proposed method. Experimental results will show that the proposed filtering technique exhibits competitive results with respect to other state-of-the-art methods.
2. Fuzzy filter for Impulse noise

A colour image can be represented via several colour models such as RGB, CMY, CMYK, HSI, HSV and CIE. The most well known of these is the RGB model which is based on cartesian coordinate system. An image presented in the RGB colour model consists of three component images, one for each primary colour (Red, Green and Blue). Consider a colour image represented in the x-y plane, then the third coordinate \( z = 1, 2, 3 \) will represent the colour component of the image pixel at \((x, y)\). Let \( f \) be the image function then \( f(x, y, 1) \) will represent the Red component of pixel at \((x, y)\). Similarly, \( f(x, y, 2) \) and \( f(x, y, 3) \) represent the Green and Blue components respectively. This notation is followed throughout this work.

2.1 Impulse noise in colour images

Images corrupted with impulse noise contain pixels affected by some probability. This implies that some of the pixels may not have a trace of any noise at all. Moreover, a pixel can have either all or one or two of its components corrupted with impulse noise. Mathematical modelling of impulse noise in colour images is as follows:

\[
N(x, y, z) \quad \text{with probability} \ p_z
\]

\[
f(x, y, z) = \begin{cases} 
N(x, y, z) & \text{with probability} \ p_z \\
I(x, y, z) & \text{with probability} \ p(1-p_z) 
\end{cases}
\]  

(1)

Where, \( z = 1, 2, 3 \) represents red, green and blue components. The probabilities \( p_z \)'s can have equal or unequal values. In Equ (1), \( f \) represents the final corrupted image, while \( N \) and \( I \) are the numbers of corrupted and uncorrupted pixels respectively.

2.2 Algorithm for Median of noise-free pixels

An algorithm to determine the median of noise-free pixels in the neighborhood of a pixel under interest is now presented. The median of the noise free pixels is utilized to modify the pixel corrupted with impulse noise. This median is computed separately for each colour component in the following steps:

Step1: Take a window of size \( w \times w \) centered on the pixel of interest in the corrupted image.

Step2: Arrange all the pixels of the window as a vector. Sort the vector in an increasing order and compute the median of the sorted vector.

Step3: Calculate the difference between each window pixel and the median of the vector.

Step4: Arrange all the window pixels having the differences less than or equal to a parameter \( \delta_1 \) in a vector.

Step5: Sort the new vector and obtain the median \( \text{med} \) of the sorted vector.

The procedure for the computation of the median \( \text{med} \) is illustrated below.

![Figure 1: A scheme for the computation of Median of noise-free Pixel](image)

The current pixel (p5) with its neighbourhood pixels \( p_1, p_2, p_3, p_4, p_5, p_6, p_7, p_8 \) and \( p_9 \).

Sorted vector (increasing order) of window elements shown above

Calculate the median \( (M) \) of the above vector

Calculate the difference between \( M \) and each pixel value of window, here \( d_i = |M - p_i|, \ i = 1, 2, 3, 4, 5, 6, 7, 8, 9 \).

Arrange all pixels of window that have \( d_i \leq \delta \) in a new vector and calculate the median \( (\text{med}) \) of it.

2.3 Structure of Impulse Filter

The proposed filter is designed for the reduction of impulse noise in colour images by treating each colour component separately. Interactions among these colour components are used to determine the similarity of the central pixel vis-à-vis the neighboring pixels. The nature of impulse noise is random in the sense that it corrupts some pixels while leaving others untouched. So the
The objective is to identify the noisy pixels along with the amount of noise present. It may be noted that the impulse noise bears similarity with the high frequency content of images like edges and fine details because both reflect sudden changes in pixel values. Three different membership functions, viz., Large, Unlike and Extreme are used to differentiate the noisy pixels from the high frequency contents. The proposed impulse filter consists of two sub filters in cascade now devise a membership function, µ₁ to represent a fuzzy set “Large” that indicates how large the difference is. A pixel with higher noise will have a larger difference with the median value. This is defined by the membership function, µ₁ as

\[
µ₁(Dm(x,y,1)) = \begin{cases} 
1 & Dm(x,y,1) \geq α_2 \\
\frac{Dm(x,y,1) - α_1}{α_2 - α_1} & α_1 \leq Dm(x,y,1) < α_2 \\
0, & Dm(x,y,1) - α_1
\end{cases}
\]

(2)

The parameters α₁ and α₂ in Eq. (2) are obtained from experimentation. The membership function represented by Equation (2). A second membership function, μ₂, is devised to measure the degree of similarity of the central pixel to the neighboring pixels. This membership function describes the fuzzy set called Unlike over the discrete universe of discourse \(N=\{0,1,2,3,4,5,6,7,8\}\). Let, \(N\) be the number of similar pixels (excluding the central pixel) in the window of size \(w\times w\). The number \(N\) is decided based on the differences calculated in the similarity criterion. Considering a \(3\times 3\) window, the membership function is now defined as:

\[
µ₂(N,Dm) = \begin{cases} 
0, & N \geq 4 \text{ and } Dm < δ_2 \\
0.5, & N=3 \text{ and } Dm < δ_2 \\
1, & \text{otherwise}
\end{cases}
\]

(3)

Note that \(Dm\) in Eq. (3) and the parameter \(δ_2\) is the same as used in the similarity criterion. Therefore if a pixel has more than half pixels similar in the window and its value is close to the median, then it can be considered as a noise-free pixel. The third membership function is characterized as follows. If we arrange pixels of the window in a vector \(V\) and sort them in an increasing order, we will obtain two extreme pixel values in the window, viz., \(V_{\text{min}}\) and \(V_{\text{max}}\). The closer the value of a pixel is to these extremes, the higher is the possibility of the pixel being noisy. This concept is used in obtaining Fuzzy set Extreme. The membership function for the fuzzy set Extreme applicable to each colour component is given as

\[
µ_e(τ) = \begin{cases} 
1 & V_{\text{min}} \leq τ \leq V_{\text{min}} + 0.1 \\
\frac{1+\exp(100(τ-V_{\text{min}}-0.1))}{1+\exp(100(τ-V_{\text{max}}-0.1))} & V_{\text{max}} - 0.1 \leq τ \leq V_{\text{max}} \\
0, & \text{otherwise}
\end{cases}
\]

(4)

where, \(τ\) represents the pixel value of each colour component.

3. EXPERIMENTAL RESULTS

The test images Parrots and Lena in Fig. 2 and fig. 3 have been used to evaluate the performance of the proposed filter. In particular, a detail of each image has been used in order to better appreciate the performance differences among different parameter settings and filtering methods. These images have been corrupted with Gaussian and/or impulse noise. For Gaussian noise we have used the classical white additive Gaussian model [1] contaminating independently each colour image channel where the standard deviation of the Gaussian distribution represents the noise intensity. On the other hand, the two most common impulse noise models assume that the impulse is either an extreme value in the signal range or a random uniformly distributed value within the signal range. These models are known as fixed-value and random-value impulse noise, respectively. Since the removal of fixed-value noise has been extensively studied in the literature and there have been several methods developed and able to suppress this noise effectively. we will denote the probability of impulse appearance as. The filter performance is assessed by taking into account both the noise suppression and the detail preserving capabilities of the filter. To this end, we have used the Mean Absolute Error (MAE), the Peak Signal to Noise Ratio (PSNR), and the Normalized Colour Difference (NCD) that measure the detail preserving capability, the noise suppression capability, and the results comparisons performances show in the Table I II and II the colour preservation ability, respectively. The definitions of these objective quality measures can be found in [1]–[3].
Fig. 3. Filter outputs for visual comparison: (a) Lena image, (b) image corrupted with $\sigma = 20$ Gaussian noise and outputs from (c) CRF, and (d) ASQFT.

Fig. 4. Statistical distribution of fuzzy coefficients generated by the fuzzy filter for the "Lena" image, and the Laplace distribution with a scale parameter estimated by ML.

We first look at Fig. 4, which shows the distribution of fuzzy coefficients by the filter for the "Lena" image. It can be seen that many fuzzy coefficients are close to zero and its statistical distribution (real line) is similar to Laplace distribution (dashed line). Motivated from this example, we model the tight fuzzy coefficients as samples from a Laplace random process with zero mean. Although this assumption does not fit real cases well due to the fact that the coefficients are statistically dependent, in the present study, we find that an approximate assumption of the fuzzy coefficients [cf. (24)] provides a way to select the parameter $\lambda_n$. Experiments in Section VI will confirm the effectiveness of this assumption in deblurring images corrupted by Gaussian and impulsive noise.

Fig. 5. Iterative trends of (a) $\eta_n$ and (b) $\lambda_n$ for deblurring the "Lena" image contaminated by salt–pepper plus Gaussian noise.

Fig. 5. (a) and (b) shows the records of $\eta_n$ and $\lambda_n$ used in an experiment for deblurring the “Lena” image corrupted by salt–pepper plus Gaussian noise. This says that the parameter $\eta_n$ converges to a constant while the parameter $\lambda_n$ wiggly tends to a constant when the number of iteration is large enough.

Fig. 6. Reconstruction of proposed filter compared with other techniques, where the test image Jovanov is corrupted by salt-and-pepper impulse with noise in noise model defined by (2). (a) Original image Jovanov; (b) 15% salt-and-pepper corruption; (c) ANNF output; (d) FVMF output; (e) PGA output; (f) ASQFT output.
4 Conclusion

In this paper the problem of image deblurring in the presence of impulse noise and Gaussian noise. A statistical features-based filtering technique has been proposed for removing impulse noise from corrupted digital colour images. The special contribution of the new filtering technique is its novel impulse detection method. In order to preserve the details as much as possible; the noise is removed step by step. The detection of noisy colour components is based on fuzzy rules in which information from spatial and temporal neighbors as well as from the other colour bands is used. Detected noisy components are filtered based on block matching where a noise adaptive mean absolute difference is used and where the search region contains pixels blocks from both the previous and current frame. Experimental results have shown that the proposed method is able to reduce mixed Gaussian-impulse noise exhibiting an improved performance with respect to state-of-the-art methods mainly because of its ability to properly determine the ASQFT. The experiments showed that outperforms other state-of-the-art methods both in terms of objective measures such as MAE, PSNR and NCD and visually. Also, the proposed method is competitive when reducing noise from images which are corrupted only with Gaussian noise and only with impulse noise.
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### TABLE I
COMPARISON OF THE PERFORMANCE MEASURED IN TERMS OF MAE, PSNR, AND NCD (×10^2)
USING THE PARROTS IMAGE CONTAMINATED WITH DIFFERENT DENSITIES OF MIXED NOISE

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\sigma=5$ Gaussian and $p=0.05$ impulse noise</th>
<th>$\sigma=10$ Gaussian and $p=0.1$ impulse noise</th>
<th>$\sigma=20$ Gaussian and $p=0.2$ impulse noise</th>
<th>$\sigma=30$ Gaussian and $p=0.3$ impulse noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>PSNR</td>
<td>NCD</td>
<td>MAE</td>
</tr>
<tr>
<td>FVMF</td>
<td>6.53</td>
<td>27.04</td>
<td>4.35</td>
<td>7.27</td>
</tr>
<tr>
<td>PGA</td>
<td>5.20</td>
<td>29.81</td>
<td>4.05</td>
<td>7.26</td>
</tr>
<tr>
<td>FWD</td>
<td>7.62</td>
<td>21.10</td>
<td>7.50</td>
<td>12.16</td>
</tr>
<tr>
<td>CWF</td>
<td>6.37</td>
<td>24.07</td>
<td>5.60</td>
<td>9.32</td>
</tr>
<tr>
<td>ASQFT</td>
<td><strong>4.22</strong></td>
<td><strong>31.03</strong></td>
<td><strong>3.26</strong></td>
<td><strong>5.76</strong></td>
</tr>
</tbody>
</table>

### TABLE II
COMPARISON OF THE PERFORMANCE MEASURED IN TERMS OF MAE, PSNR, AND NCD (×10^2)
USING THE LENA IMAGE CONTAMINATED WITH DIFFERENT DENSITIES OF MIXED NOISE

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\sigma=5$ Gaussian and $p=0.05$ impulse noise</th>
<th>$\sigma=10$ Gaussian and $p=0.1$ impulse noise</th>
<th>$\sigma=20$ Gaussian and $p=0.2$ impulse noise</th>
<th>$\sigma=30$ Gaussian and $p=0.3$ impulse noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>PSNR</td>
<td>NCD</td>
<td>MAE</td>
</tr>
<tr>
<td>ANNF</td>
<td>7.17</td>
<td>27.01</td>
<td>3.90</td>
<td>7.82</td>
</tr>
<tr>
<td>FVMF</td>
<td>6.70</td>
<td>27.27</td>
<td>3.93</td>
<td>7.83</td>
</tr>
<tr>
<td>PGA</td>
<td>5.95</td>
<td>28.84</td>
<td>4.07</td>
<td>7.49</td>
</tr>
<tr>
<td>FWD</td>
<td>7.42</td>
<td>21.60</td>
<td>7.27</td>
<td>12.15</td>
</tr>
<tr>
<td>CWF</td>
<td>7.05</td>
<td>21.63</td>
<td>7.25</td>
<td>9.53</td>
</tr>
<tr>
<td>ASQFT</td>
<td><strong>4.55</strong></td>
<td><strong>30.90</strong></td>
<td><strong>3.09</strong></td>
<td><strong>6.88</strong></td>
</tr>
</tbody>
</table>

### TABLE III
COMPARISON OF THE PERFORMANCE MEASURED IN TERMS OF MAE, PSNR, AND NCD (×10^2)
USING THE JOVANOV’S IMAGE CONTAMINATED WITH DIFFERENT DENSITIES OF MIXED NOISE

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\sigma=5$ Gaussian and $p=0.05$ impulse noise</th>
<th>$\sigma=10$ Gaussian and $p=0.1$ impulse noise</th>
<th>$\sigma=20$ Gaussian and $p=0.2$ impulse noise</th>
<th>$\sigma=30$ Gaussian and $p=0.3$ impulse noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>PSNR</td>
<td>NCD</td>
<td>MAE</td>
</tr>
<tr>
<td>FVMF</td>
<td>8.66</td>
<td>24.37</td>
<td>6.18</td>
<td>9.60</td>
</tr>
<tr>
<td>PGA</td>
<td>7.05</td>
<td>27.03</td>
<td>5.90</td>
<td>8.59</td>
</tr>
<tr>
<td>FWD</td>
<td>7.42</td>
<td>21.44</td>
<td>8.65</td>
<td>12.50</td>
</tr>
<tr>
<td>ASQFT</td>
<td><strong>5.50</strong></td>
<td><strong>28.77</strong></td>
<td><strong>4.72</strong></td>
<td><strong>6.61</strong></td>
</tr>
</tbody>
</table>