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Abstract—Non-destructive structural damage identification (SDI) and quantification of damage is an important issue for Civil, Mechanical and Aerospace engineering structures. Recently, response surface based damage identification methods have been successfully applied for this purpose. In this paper, the reliability of response surface based damage identification methodology has been studied.
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1 INTRODUCTION

Damage in structures is defined as the changes to the material and/or geometric properties of the systems, including changes to the boundary conditions and system connectivity, which adversely affect the system’s performance [1]. Numerous methods have been developed so far for damage detection in structures [2]. Recently one methodology called Response surface methodology (RSM) has been successfully applied for damage identification. SDI using RSM involves formation of response surface equation and inverse optimization to achieve some target value of the responses with the help of different statistical and mathematical techniques. This method can measure the extent of damage very explicitly along with its location. Though RSM-based damage identification techniques provide comparatively lesser accuracy, but it is very computationally efficient and cost effective. Damage detection using RSM is a four-step procedure: step-1: Identification of structure of interest, step-2: Identification of proper input and output features, step-3: Formation of response surface relating input and output features, step-4: Identification of damage.

RSM was primarily proposed by Box and Wilson [3] for application in chemical industry. After that the methodology has been modified and enriched rigorously for achieving different objectives. Comprehensive description about RSM can be found in [4]. Cundy [5] gave a preliminary idea of using RSM in damage detection of structures. Cho [6] performed an investigation using RSM to predict the accumulated damages in concrete structures. Fang and Perera [7] established a comprehensive methodology for damage identification using RSM. In this paper, a reliability analysis of such damage detection methods has been carried out. The paper is organized as, section-1: introduction, section-2: brief overview of RSM, section-3: different steps of SDI based on RSM, section-4: numerical example of damage identification using RSM, section-5: reliability of RSM based damage identification technique, section-6: conclusion.

2. RESPONSE SURFACE METHODOLOGY

On the basis of statistical and mathematical analysis RSM gives an approximate equation which relates the input features $\xi$ and output features $y$ for a particular system.

$$y = f(\xi_1, \xi_2, \ldots, \xi_k) + \varepsilon$$  \hspace{1cm} (1)

where $f$ denotes the approximate response function and $\varepsilon$ is the statistical error term having a normal distribution with mean zero. $k$ is the number of input parameters. The $\xi$ are usually coded as dimensionless variables having mean zero and the same standard deviation $\xi$.

The metamodel is fit approximately to a set of points in the design space (which may be chosen using design of experiment approach) using a multiple regression fitting scheme. Design of experiments (DOE) is an efficient procedure for planning experiments so that the data obtained can be utilized to achieve any particular goal. In the present study two different DOE methods have been used for the purpose of sensitivity analysis and response surface formation. These two DOE methods are described below.

2.1. $2^k$ factorial design

One of the most common first order designs is $2^k$ factorial design which is very useful for screening out some non-significant input parameters by determining the contribution of each parameter to the total model variance. In this design every input parameter has two coded levels ($\pm1$), that corresponds to the lower and upper value bound of the design space.

In this design, the number of experimental runs is equal to $2^k$ provided no single design point is replicated more than once. If $k$ is large ($k \geq 5$), the $2^k$ design requires a large number of design points. In that case, we can consider a one-half fraction design consisting of one-half the number of points of a $2^k$ design, or a one-fourth fraction design consisting of one-fourth the number of points of a $2^k$ design. In general, a $2^{k-m}$ design consists of $2^{k-m}$ points from a full $2^k$ design. $m$ should be chosen in such a way that $2^{k-m}$ number of unknowns in the response surface equation. Sometimes a few additional centre point samples (level=0) are added to the design to evaluate the curvature of the middle region of the design space [4].
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2.2. Optimal design

Optimal designs require fewer samples than the other standard design procedures and thus it is much more computationally feasible mainly in case of large number of input factors. In this design, position of design points is chosen algorithmically according to the number of factors and the desired model and the points are not at any specific positions, they are selected to meet the optimality criteria. Optimal designs can be used to create a good design for fitting a linear, quadratic, cubic or higher order models.

There are several types of optimality criteria such as D-optimality, A-optimality and E-optimality. D-optimality is achieved if the determinant of \((X'X)^{-1}\) is minimal. A-optimality is achieved by minimising the trace of \((X'X)^{-1}\).E-optimality is achieved if the largest eigenvalue of \((X'X)^{-1}\) is minimal. Here, X denotes the design matrix as a set of value combinations of coded parameters and \(X'\) is the transpose of X \([4],[8],[9]\). Among these, D-optimal design is the most popular one. In this study, for model construction an over-determined D-optimal design \((n_p=k+5\) additional samples along with the minimum point design and \(n_t=5\) samples to estimate the lack of fit) has been used \([10]\).

3. DAMAGE IDENTIFICATION BASED ON RSM

A RSM based structural damage identification procedure consisting of the aforementioned four steps has been discussed in this section.

3.1. Identification of structure of interest

First step of SDI is to identify the structure whose damage is needed to be identified. In this study a simply supported beam has been taken.

3.2. Identification of proper input and output features

Material properties, such as Young’s modulus, density, Poisson’s ratio and geometric properties such as section ineria may be taken as input parameters depending on the type of structure under consideration. Time domain features (peak acceleration, temporal moments, logarithmic decrement etc.) and frequency domain features (such as, modal frequencies, mode shapes etc.) are generally taken as output. For highly nonlinear structures, time domain features are more suitable than frequency domain features. Selected output features should not be highly correlated to each other. In Design Expert software, the percentage contribution of each input parameter (including the contribution of the interaction terms) to the total model variance can be obtained. The percentage contribution of each term is obtained by summing all the term sum of squares (SS) and then taking each individual SS and dividing it by the total SS and multiplying by 100 \([11]\).

3.3. Formation of response surface relating input and output features

In this step the models have been formed for responses in terms of input parameters using D-optimal design. It should be mentioned that, the models have been constructed using numerical data instead of actual experiments in this study. ABAQUS and Design-Expert softwares have been employed for finite element analysis and response surface model construction respectively \([11],[12]\).

An optimized response surface model is formed by adding or deleting input factors through backward elimination, forward addition or stepwise elimination/addition. It involves the calculation of the \(P\)-value (probability value, gives the risk of falsely rejecting a given hypothesis) and \(Prob. > F\) value (gives the proportion of time one would expect to get the stated \(F\)-value if no factor effects are significant).

The response surface model constructed should be checked by some criterias such as \(R^2\) (A measure of the amount of variation around the mean explained by the model), \(R^2_{adj}\) (A measure of the amount of variation around the mean explained by the model, adjusted for the number of terms in the model). The adjusted \(R^2\)-squared decreases as the number of terms in the model increases if those additional terms don’t add value to the model) and \(R^2_{pred}\) (A measure of the prediction capability of the response surface model). The values of \(R^2, R^2_{adj}\) and \(R^2_{pred}\) should be close to 1. A difference between \(R^2_{adj}\) and \(R^2_{pred}\) within 0.2 indicates that the model can be used for further prediction. Another check is Adequate precision, which compares the range of the predicted values at the design points to the average prediction error. A value greater than 4 indicates adequate model.

Further, some plots should also be checked such as normal plot of residuals (indicates whether the residuals follow a normal distribution, in which case the points will follow a straight line), residuals vs. predicted plot (plot of the residuals versus the ascending predicted response values), actual vs. predicted plot (A graph of the actual response values versus the predicted response values for the design points used for response surface formation. It helps to detect a value, or group of values, that are not easily predicted by the model), Boxcox plot (helps to determine the most appropriate power transformation to be applied to response data) etc \([11]\).

If experimental data is available for a particular structure, the numerical model can be further modified using model updating technique to get predictions much closer to the actual structure \([7],[13]\).

3.4. Identification of damage

Damage identification using the obtained response surface models is an inverse optimization problem i.e. knowing the measured output features, finding out the input parameters that lead to such output values. A hybrid multiobjective genetic algorithm has been used for optimization with the help of Matlab \([14]\). A hybrid function...
(fgoalattain has been used in this problem as hybrid function) is an optimization function that runs after the genetic algorithm terminates in order to improve the value of the fitness function. The hybrid function uses the final point from the genetic algorithm as its initial point.

4. NUMERICAL EXAMPLE OF DAMAGE IDENTIFICATION

4.1. Identification of structure of interest

A 3m long simply supported beam having cross-section of 0.25m x 0.25m (as shown in figure 2) has been taken first for SDI.Material properties of the beam are: Young’s modulus(E) =30 GPa, Density (D) =2400kg/m³, Poisson ratio (P) =0.2. The beam is devided into 20 identical parts (as shown in figure 1) for the damage detection purpose.

![Figure 1. Dimensions of the simply supported beam](image)

4.2. Identification of proper input and output features

Since the beam is having uniform cross section and material property along its length, four parameters, Young’s modulus(E), density (D), Poisson ratio (P) and section inertia (I) of substructure number-4 are taken as input parameters for screening. For screening purpose, a 2⁴ factorial design is adopted having 16 samples. The first four bending frequencies are taken as responses (output feature) in this case. The bounds (+1) of each parameter are identically set to be ±30% change with respect to the initial values.

![Figure 2. Parameter screening results](image)

The percentage contribution to total model variance of each input parameter (including the two factor interaction effects) to the output features has been shown in Figure 2. From the figure it is evident that chosen output features are highly sensitive to E, I and D, whereas Poisson ratio has almost no effect on output features. However, in most of the real applications, material property (Young’s modulus) and mass (density) remain unaltered. Therefore, in the present study, the beam is assumed to be damaged only due to reduction of section inertia (I) i.e. damage has been modelled by reducing the stiffness locally [15]. Furthermore, as modal frequency is a global quantity, inertia (I) of substructure-4 is taken as input parameter. Here, I denotes the section inertia of substructure-1 containing two symmetric parts of the beam part-1 and part-20. Similarly, I₂ denotes the section inertia of substructure-2 consisting of part-2 and part-18 and so on.

4.3. Formation of response surface relating input and output features

An over determined D-optimal design considering a linear model (with no interaction terms) having total 26 samples consisting of 21 model points plus 5 points to estimate lack of fit has been used. The lower and upper bounds (+1) are set to 0.7I₀ and I₀, where I₀ represents the undamaged section inertia. In the Design Expert software, the search option used is ‘Best’ which tries both Point exchange and Coordinate exchange searches of the design space.

4.4 Identification of damage

In this section, the capability to identify damage by using the response surfaces formed by D-optimal design has been discussed. For this purpose, damage have been introduced to the structure by 30% reduction of the section inertia in sub-structure 6. The responses (first four bending frequencies) corresponding to the induced damage condition are found out first.

![Figure 3. Damage identification result](image)

Then, to judge how the method works for damage detection, the response surfaces formed are optimized by using multi-objective Genetic algorithm to find the value of the input parameters (section inertias of ten substructures), which can cause such responses. In Figure 3 optimization result is shown. Undamaged section inertia of the beam is 3.2552 x 10⁻³ m². Figure 3 shows that damage has been correctly identified using D-optimal design.

5. RELIABILITY OF DAMAGE IDENTIFICATION

The estimation of the time-invariant reliability of a system or component entails the computation of multidimensional probability integrals[16],[17]

\[
P_f = P(g(x)<0) = \int_{g(x)<0} px(x)dx
\]

where \( x = \{x_1, x_2, x_3, \ldots, x_n\} \) represent the N-dimensional random variables of the model under consideration; \( g(x) < 0 \) is the limit state/performance function, such that \( g(x)<0 \) represents the failure domain; and \( Px(x) \) is the joint probability density function of the input random variables.

In the present study sources of variation are considered due to modeling error (Error due to the inaccurate modeling of the structure in finite element analysis softwares, variation in material properties, geometric configurations etc.) and the effect of noise (to simulate the actual field condition). To introduce the modeling error, four natural frequencies corresponding to each set of samples have been varied by generating some random numbers (randn) in the range of 0 to 1 with the help of Matlab as shown below.
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where, \( f_{\text{original}} \) and \( f \) represent the set of natural frequencies obtained from finite element software and the randomly varied natural frequencies respectively. \( p_1 \) is the percentage of variation (ranging from 0 to 5 percent). The response surfaces are now formed by using the randomly varied set of natural frequencies. The effect of external noise is introduced to the set of natural frequencies of the actual structure (whose damage is to be identified) in the similar manner. In this case also, the range of percentage of variation (say \( p_2 \)) is taken as 0 to 5 percent.

For the purpose of reliability analysis, the percentage of variations \( p_1 \) and \( p_2 \) are randomly varied and percentage error in damage detection \( (E) \) is computed corresponding to each set of \( p_1 \) and \( p_2 \). In this study, the reliability analysis has been done by forming response surface equation for percentage error in damage detection in terms of \( p_1 \) and \( p_2 \). The response surface have been constructed by using D-optimal design.

\[
f = f_{\text{original}} x (1 + p_1 x \text{randn})
\]

where \( f \) is the response surface obtained from D-optimally selected points in Monte Carlo simulation. Figure 4 shows the variation of \( E \) with \( p_1 \) and \( p_2 \) in a 3D plot. Figure 5 shows a histogram describing the number of samples satisfying the limit state function corresponding to a particular threshold value of \( E \). For the present study, the failure probability i.e. probability of false damage detection, comes out to be 0.26.

6. CONCLUSION

In this paper the damage identification method using RSM has been described in details for a simply supported beam. Then the reliability of such damage identification process based on meta-modelling approach has been explored. This methodology for reliability assessment of damage detection techniques can be extended to more complex structures. Before carrying out the actual damage detection process in any structure, this type of reliability assessment is strongly recommended for judging its probability to successfully detect the damage in that particular structure.
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