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Abstract- Neural networks have been gaining a great deal of importance and are used in the areas of prediction and classification; the areas where 
regression and other statistical models are traditionally being used. In this paper, a comprehensive review of literature comparing feedforward neural 
networks and traditional statistical methods viz. linear regression with respect to prediction of agricultural crop production has been carried out. This 
study presents a useful insight into the capabilities of neural networks and their statistical counterparts used in the area of prediction of crop yield. 
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1 INTRODUCTION 
 
In agriculture, decision-making processes often require 
reliable crop response models. Agricultural management 
specialists need simple and accurate estimation techniques to 
predict crop yields in the planning process. Over the last few 
decades, statistical methods have traditionally been used for 
predictions and classifications. Some of the common 
traditional statistical techniques used for predictions and 
classifications are multiple regression, discriminant analysis, 
logistic regression etc. Most of the researchers have employed 
regression models for prediction purposes in various 
disciplines. Due to the nature of linear relationship in the 
parameters, regression models may not provide accurate 
predictions in some complex situations such as non linear 
data and extreme values data. As regression models need to 
fulfill the regression assumptions and multiple co-linearity 
between independent and dependent variables, it causes 
regression models to be inefficient. (Molazem et al. 2002[1], 
Zaefizadah et al. 2011[2]).   In agricultural practices, crop 
production is influenced by a great variety of interrelated 
factors and it is difficult to describe their relationships by 
conventional methods. Thus, artificial neural network (ANN) 
is highly suggested to present the complicated relations and 
strong nonlinearity between different parameters and crop 
production.  It is considered to be one of the best techniques 
for extracting information from imprecise and non-linear data 
(Caselli et al. 2009[3]). Hence, Neural networks (NNs) 
methods have become a very important tool for a wide variety 
of applications across many disciplines including prediction 
of crop production where traditional statistical techniques 
were used. This has led to a number of studies comparing the 
traditional statistical techniques with neural networks in a 
variety of applications. It has been recognized in the literature 
that regression and neural network methods have become 
competing model-building methods (Smith et al., 1997[4]). 
Nowadays, NNs methods have been largely used in the areas 
of prediction and classification (Warner et al., 1996[5]). NNs 
models are also preferred in the area of pattern recognition 
(Setyawati et al. 2002[6]). Many researchers have shown the 
relationship between neural networks and statistical models. 

(Buntine and Weigend, 1991[7]); Ripley, 1992[8]); Sarle, 
1994[9]); Werbos, 1991[10]) Cheng and Titterington (1994) 
[11]) showed a complete analysis and comparison of different 
network techniques with traditional statistical techniques. The 
strong association of the feedforward neural networks with 
discriminant analysis was also shown by the authors. 
Schumacher et al. (1996[12]) have shown a comparison 
between feedforward neural networks and logistic regression. 
The similarities and dissimilarities were also analyzed. Sarle 
(1994[9]) presented a neural network terminology into 
statistical terminology and showed the relationship between 
neural networks and statistical techniques. Warner et al. 
(1996[5]) compared the performances of regression analysis 
and neural networks using simulated data from known 
functions and also using real world data. The authors 
discussed the situations where it would be advantageous to 
use NNs models in place of parametric regression models. 
They also compared regression analysis with neural networks 
in terms of notation and implementation. Ripley (1994[8]) 
presented the statistical aspects of neural networks and 
classified neural networks as one of the flexible non linear 
regression methods. Thus, a good number of 
multidisciplinary studies including prediction of agricultural 
crop production have been carried out to compare the 
traditional statistical techniques with neural networks. The 
purpose of this paper is to present a review of articles that 
compare neural networks with standard statistical methods 
mainly regression techniques used for prediction of 
agricultural crop production.  Many authors have attempted a 
comprehensive survey of articles involving neural networks 
in different field of applications but a very few works have 
been done on review of articles using neural networks for 
prediction of agricultural crop production and similar areas. 
Pande et al. (2008[13]) provided a comprehensive survey on 
crop yield estimation with emphasis on neural networks. 
Bouten et al. (2005[14]) presented a critical review of the used 
techniques on applications of Artificial Neural Networks 
(ANN) in Ecology. Maier et al. (2000[15]) provided a review 
on neural networks for prediction and forecasting of water 
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resources variables. The performance of a particular technique 
in comparison to other techniques depend on a number of  
factors like the volume of the data,  selection of model or 
technique,  the methods of validation of results, the measure 
used for comparison and whether significant difference exists 
in the results etc.. Therefore, in the present study, attempt has 
been made to critically assess the literatures in relation to the 
criteria stated above. The rest of the paper is structured as 
follows: In section 2, a brief introduction to the terminologies 
used in Neural Networks literature and statistics has been 
presented. Section 3 provides a comparison of neural 
networks diagram with statistical models. Section 4 presents 
the survey of the relevant papers in the area of crop yield 
prediction. Section 5 presents summary and findings in 
tabular form and finally section 6 concludes the paper 
alongwith a brief discussion of some issues relating to neural 
networks and statistical techniques. 
 
2 TERMINOLOGIES IN NEURAL NETWORKS   
    LITERATURE AND STATISTICS  
Neural networks models are though similar to some extent 
with statistical models, the terminologies used in Neural 
Networks literature is totally different from that used in 
statistics (Sarle 1994[9]). These are shown in Table 1. 
                            TABLE 1   
TERMINOLOGIES IN NEURAL NETWORKS LITERATURE 
AND STATISTICS 
Neural Network Statistics 
Features Variables 
Inputs Independent variables 
Outputs Predicted variables 
Targets or training values Dependent variables 
Errors Residuals 
Training, learning, adaptation   
or self organization 

Estimation 

Error function, or cost function, 
or Lyapunov function 

Estimation criteria 

Patterns or training pairs Observations 
Weights (synaptic) Parameter estimate 
Higher order neurons Interactions 
Functional links Transformations 
Supervised learning or 
heteroassociation 

Regression  or 
discriminant analysis 

Unsupervised  learning, 
encoding or autoassociation 

Data reduction 

Competitive learning or adaptive 
vector quantization 

Cluster analysis 

Generalization Interpolation   
 
 
 
 
 

3 COMPARISONS OF NEURAL NETWORKS    
   STRUCTURE WITH STATISTICAL MODELS   
 
Here, different statistical models are compared with network 
structures (Sarle 1994[9]). Fig.1 shows neural networks and 
statistical terminology for a simple linear regression model. 
Neurons are represented by circles and boxes, while the 
connections between neurons are shown as arrows:  Circles 
with the   name inside indicate observed   variables.   
 
                     Input                     Output               Target 
 
 
                   
                   Independent         Predicted           Dependent 
                    Variable                  Value                  Variable 
                             
                       Fig. 1 Simple Linear Regression 
 
Boxes represent values computed as a function of one or more 
arguments. The symbol inside the box denotes the type of 
function. Most boxes also have a corresponding parameter 
called a bias. Each arrow usually indicates a weight or 
parameter to be estimated. Two long parallel lines represent 
that the values at each end are to be fitted by least squares, 
maximum likelihood, or some other estimation criterion.    
 
3.1 Perceptrons 
 
A simple perceptron computes a linear combination of the 
inputs with a bias called the net input. Then, the output is 
produced by applying an activation function to the net input.  
Some common activation functions are: linear or identity 
function, hyperbolic tangent, logistic or sigmoidal, threshold 
and Gaussian function.  Usually a perceptron may be of one 
or more outputs. Each output has a separate bias and set of 
weights. Generally the same activation function is used for 
each output, though it is possible to use different activation 
functions. Very often, perceptrorns are generally trained by 
least squares, i.e. by minimizing ∑∑𝑟𝑗2, where the summation 
is over all outputs and over the training sets. Thus, a 
perceptron with linear activation function is a linear 
regression model (Weisberg  1985[16]; Myers 1986[17]).        A 
perceptron with a logistic activation function is a logistic 
regression model (Hosmer et al. 1989[18]) which is shown in 
Fig. 3 
 
With a threshold activation function, a perceptron is known as 
a linear discriminant function (Hand 1981[19]; McLachlan 
1992[20]; Weiss et al. 1991[21]). With only one output, a 
perceptron is also called an adaline, which is  shown in Fig. 4. 
With multiple outputs, the threshold perceptron is a multiple 
discriminant functions. 
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 Fig. 2 Simple Linear Perceptron = Multivariate Multiple  Linear        
                                                        Regression 
 
 
                                          
 
                                                             
 
                                 
                                                                                          
 
 
 
                                                                                 
                                                                   
          
                      
                
 
        Fig. 3  Simple Nonlinear Perceptron =  Logistic Regression 
 
 
         
  
                                                          
                                                                
 
  
 
 
 
                                                              
                
 
         Fig. 4  Adaline = Linear Discriminant Function 
 
 
 

3.2 Multilayer Perceptrons 
 
A model becomes nonlinear, if it considers estimated weights 
between inputs and the hidden layer, and the hidden layer 
uses nonlinear activation function like logistic function. The 
resulting model is known as multilayer perceptron or MLP. 
An MLP for simple nonlinear regression is shown in Fig. 5.  
 
An MLP may have multiple inputs and outputs (Fig. 6). The 
number of hidden neurons can be less than the number of 
inputs and outputs. It can also have direct connection from 
the input layer to the output layer. In statistical terminology, 
this is known as main effects. 
 
                            
                                                                    
                                                   
 
 
 
 
                  
                   
                                            
 
 
 
 
 
      Fig 5.  Multilayer Perceptron = Simple Nonlinear Regression  
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   Fig 6.  Multilayer Perceptron  = Multiple Nonlinear Regression 
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MLPs are universal approximator (White 1992[22]). When we 
know little about the relationship between the dependent and 
independent variables, in that case MLPs can be used. 
 
The complexity of the MLP model can be varied by varying 
the number of hidden layers and the number of hidden 
neurons in each hidden layer. When there contains a small 
number of hidden neurons in an MLP, then the MLP is known 
as parametric model that acts as an alternative to polynomial 
regression. An MLP can be considered a quasi-parametric 
model similar to projection pursuit regression (Friedman et al. 
1981[23]) when there contains a moderate number of hidden 
neurons. Generally, an MLP with one hidden layer is same as 
the projection pursuit regression model. The only difference is 
that except that an MLP uses a predetermined functional form 
for the activation function in the hidden layer, whereas 
projection pursuit uses a flexible nonlinear smoother.  
 
3.3 Radial Basis Functions (RBF) 
 
In a RBF network, the hidden neuron compute radial basis 
functions of the inputs, which are similar to kernel functions 
in kernel regression (Hardle 1990[24]). The net input to the 
hidden layer is the distance from the input vector to the 
weight vector. The weight vectors are also called centers. The 
distance is usually computed in the Euclidean metric, 
although it is sometimes a weighted Euclidean distance or an 
inner product metric. The activation function can be any of a 
variety of functions on the nonnegative real numbers with a 
maximum at zero, approaching zero at infinity. The outputs 
are computed as linear combinations of the hidden values 
with an identity activation function. 
    
    
                                    
 
 
 
 
 
 
                                                                      
         
  
 
 
 
 
 
           Fig. 7   Radial Basis Function Network 

 
    

                                  TABLE 2 
 
   MEANING OF THE SYMBOLS FOR NEURONS USED IN  
            THE FIGURES FROM FIG.1 TO FIG.7 
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 Linear Combination  of Inputs                       
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Logistic Function of   Linear Combination  
of Inputs  

 
 
 

 
= 

 
Threshold Function of  Linear 
Combination  of Inputs                                         

 
 
 

 
= 

 
Radial Basis Function of Inputs 
 

 
Often, values of the hidden layer are normalized to sum to 1 
as is commonly done in kernel regression (Nadaraya et al. 
1964[25]). Then if each observation is taken as an RBF center, 
and if the weights are taken to be the target values, the 
outputs are simply weighted averages of the target values, 
and the network is identical to the well-known Nadaraya-
Watson kernel regression estimator. This method has been 
reinvented twice in the NN literature (Specht 1991[26]; 
Schioler et al. 1992[27]). Since an RBF network can be viewed 
as a nonlinear regression model, the weights can be estimated 
by any of the usual methods for nonlinear least squares or 
maximum likelihood. Generally, RBF networks are treated as 
hybrid networks. The inputs are clustered, and the RBF 
centers are set equal to the cluster means. The bandwidths are 
often set to the nearest-neighbor distance from the center. It 
works better to determine the bandwidths from the cluster 
variances. Once the centers and bandwidths are determined, 
estimating the weights from the hidden layer to the outputs 
reduces to linear least squares. 
 
4 REVIEW OF LITERATURE  
 
In recent times, the development and application of neural 
networks is not limited to a certain specific area. Rather, it has 
been widely used in most of the areas for predictions and 
classifications. Some of the areas include accounting and 
finance, health and medicine, engineering and manufacturing, 
marketing, agriculture, general applications etc. As the aim of 
this paper is to present an overview of the research papers 
involving comparison of neural networks with traditional 
statistical techniques namely regression techniques used for 
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prediction of agricultural crop production, therefore 
discussion will be restricted to this area i.e. prediction of crop 
production only.  
 
4.1 Prediction of crop Production using Regression  
     Model and ANN  
 
Recently, Researchers have developed several forecasting and 
prediction models of various crop yields in relation to 
different parameters as influencing factors by applications of 
artificial neural networks and by combining ANN and 
statistical techniques such as linear regression technique. In 
this section, a number of related works dealing with the 
applications of neural network models, comparison with 
linear regression techniques and some combined models for 
the prediction and forecasting of crop yields has been 
reviewed. Since, the   performance of a particular technique in 
comparison to other techniques, depends on a number of 
factors like the volume of the data, selection of model or 
technique, the methods of validation of results, the measure 
used for comparison and whether significant difference exists 
in the results etc., therefore, attempt has been made to carry 
out the review on these points. 
The ANNs have largely impressed the agricultural 
researchers, as they are able to overcome the difficulties to 
many extents of traditional statistical approaches. In last few 
decades, researchers have examined ANN models from a 
statistical point of view (e.g. White, 1989[22a]; Cheng and 
Titterington, 1994[11]; Hill et al., 1994[28]; Ripley, 1994[8]; 
Sarle, 1994[9]; Warner and Misra, 1996[5] and Maier et al. 
2000[15]). Statistical models that can be expressed in neural 
network form are regression, discriminant, density estimation 
and graphical interaction models such as simple linear 
regression, projection pursuit regression, polynomial 
regression, non-parametric regression, logistic regression, 
linear discriminant functions, classification trees, finite 
mixture models, kernel regression and smoothing splines 
(Cheng and Titterington, 1994[11]; Sarle, 1994[9]).  
  
Drummond et al. (1995[29]) compared several methods for 
predicting crop yield based on soil properties. They noted that 
the process of understanding yield variability is made 
extremely difficult by the number of factors that affect yield. 
They used several multiple linear regression methods, such as 
multiple linear regression, r2=0.42; stepwise multiple linear 
regression, r2=0.43; partial least squares regression, r2=0.43; 
projection pursuit regression, r2=0.73; and BP neural network, 
r2=0.67 for modeling the relationship between corn yield or 
soybean yield and soil properties. They concluded that less-
complex statistical methods, such as standard correlation, did 
not seem to be particularly useful in understanding yield 
variability.  
  

Sudduth et al. (1996[30]) used neural network to predict soy 
bean yield based on soil parameters and achieved a testing 
error of 17.3%.  
 

Tourenq et al. (1999[31]) used a classic multilayer feed-
forward neural network with back-propagation algorithm 
throughout their experiments to assess the performances of 
artificial neural networks (ANNs) in predicting presence or 
absence of flamingo damages from 11 variables describing 
landscape features of rice paddy. They compared the 
performances to the results obtained by previous authors and 
found to be more accurate. They concluded that ANN can be 
an alternative tool for prediction of rice yield damage.  
 

Liu et. al. (2001[32]) used NN to predict maize yield based on 
rainfall, soil and other parameters and obtained a testing error 
of 14.8%. 
 

Safa et al. (2002[33]) worked for prediction of wheat yield 
using ANN in Iran. The climatic observation data in different 
phonological stages of wheat crop were used in this study. 
Data were arranged in two matrix form. The study showed 
that the most important effective meteorological factors on 
crop yield, was quantity and quality of rainfall, but the most 
sensitivity stages relative to rainfall are flowering and 
heading. After them are primary stages of growth. So rainfall 
quantity after sowing and also the first two months of spring 
are very important to the crop production. 
 

Boonprasom et al. (2002[34]) carried out a study by using 
MLFANN using BP learning algorithm of ANN on Prediction 
of Tangerine yield. In this study, weather parameters were 
considered as influencing factors and 9 years data relating to 
yield and weather parameters were collected. The study 
indicated that the ANN had high potential and ability to 
forecast tangerine yield accurately despite small set of data 
available. It was reported that the amount of rainfall had 
strong influence on yield of tangerine while average 
temperature had less influence.  
 

Drummond et al. (2003 [35]), carried out another study on Site-
Specific Yield Prediction using Statistical and Neural methods.  
They tried to understand the relationship between yield and 
soil properties and topographic characteristics. Stepwise 
multiple linear regression (SMLR), projection pursuit 
regression (PPR), and several types of supervised feed–
forward neural networks were investigated in an attempt to 
identify methods able to relate soil properties and grain yields 
on a point–by–point basis within ten individual site–years. To 
avoid overfitting, evaluations were based on predictive ability  
using a 5–fold cross–validation technique. The neural 
techniques consistently outperformed both SMLR and PPR 
and provided minimal prediction errors in every site–year. A 
second phase of the experiment involved estimation of crop  
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yield across multiple site–years by including climatological 
data. The ten site–years of data were appended with 
climatological variables, and prediction errors were 
computed. The results showed that significant overfitting had 
occurred and indicated that a much larger number of 
climatologically unique site–years would be required in this 
type of analysis. 
 

Paul et al. (2004[36]) used backpropagation neural network 
structure to develop model by combining regression and 
artificial neural network to severity of the gray leaf spot in 
maize caused by Cercospora zeae-maydis. Model performance 
was evaluated based on r2 and Mean Square Error for the 
validation of the complete data set. They reported that the 
best model had r2 ranging from 0.70 to 0.75 and MSE ranging 
from 174.7 to 202.8.  The model is found to be very useful for 
prediction of disease of Maize crop. 
 

Jiang et al.(2004[37]) successfully applied ANN in developing 
model for crop yield forecasting using back-propagation 
algorithms at He Nan province of China. The model had 
adapted and calibrated using on ground survey and statistical 
data, and proved to be stable and highly accurate. The authors 
used sunlight supply, temperature, water stress and soil 
conditions and average yield as input parameters, they 
selected 5-8-1 neurons in the input layer, hidden layer and 
output layer respectively in the structure of the model. In the 
study, they divided the whole province into eight sub-regions 
and two to three sample counties were selected for yield data 
in each sub regions. Out of 30 counties selected, 20 were used 
for model training and 10 of them were used for validation 
data. Multi-regressing linear model (MR model). They found 
that ANN model performed better than MR model. The 
average relative error (absolute value) of the ANN model was 
3.5% compared to the 11.5% error of MR model.  
 

Kaul et al. (2004[38]) worked on feed-forward back-
propagating ANN structure for yield prediction of corn and 
soya bean for typical climatic conditions. They evaluated 
ANN model performance and compared the effectiveness of 
multiple linear regression models to ANN models. It was 
reported that adjusting ANN parameters such as learning rate 
and number of hidden nodes affected the accuracy of crop 
yield predictions. Optimal learning rates fell between 0.77 and 
0.90. Smaller data sets required fewer hidden nodes and lower 
learning rates in model optimization. ANN models 
consistently produced more accurate yield predictions than 
regression models. ANN corn yield models resulted in r2 and 
RMSEs of 0.77 and 1036 versus 0.42 and 1356 for linear 
regression, respectively. ANN soybean yield models for 
Maryland resulted in r2 and RMSEs of 0.81 and 214 versus 0.46 
and 312 for linear regression, respectively. Although it is more 
time consuming to develop an ANN model as compared to 
linear regression models, ANN models proved to be a 

superior methodology for accurate prediction of corn and 
soybean yields under typical Maryland climatic conditions. 
 

Yong et al. (2005[39]) adopted back propagation neural 
network structure to carry out experiment on relationship 
analysis between wheat yield and soil nutrients by application 
of ANN. By training 50 tested soil samples in back-
propagation neural network of topological structure 6:9:1, the 
model of analyzing the relation between the crop yield and 
those 6 soil characteristics was established to validate the 
remaining 13 samples. The results show that the soil water 
content and alkali-hydrolysable nitrogen are linear to the crop 
yield, the total nitrogen, organic matter and rapidly available 
potassium are respectively multinomial to it and that the 
rapidly available phosphorous is of the exponential 
relationship with the crop yield.    
 

Ji et al. (2007[40]) investigated the performance of ANN model 
to see whether ANN models could effectively predict Fujian 
rice yield for typical climatic conditions of the mountainous 
region. They also compared the effectiveness of multiple 
linear regression models with ANN models.  They reported 
that adjusting ANN parameters such as learning rate and 
number of hidden nodes affected the accuracy of rice yield 
predictions. Optimal learning rates were between 0.71 and 
0.90.  The study revealed that ANN models consistently 
produced more accurate yield predictions than regression 
models. ANN rice grain yield models for Fujian resulted in r2 
and RMSE of 0.67 and 891 vs. 0.52 and 1977 for linear 
regression, respectively. It is found that ANN models are 
more accurate than linear regression model for prediction of 
rice yields under typical Fujian climatic conditions.  
 
 

Li et al. (2007[41]) carried out a  study to develop a new 
methodology using an artificial neural network (ANN) to 
estimate and predict corn and soybean yields on a county-by-
county basis, in the “corn belt” area in the Midwestern and 
Great Plains regions of the United States. The historical yield 
data and long time-series NDVI derived from AVHRR and 
MODIS were used to develop the models. A new procedure 
was developed to train the ANN model using the SCE-UA 
optimization algorithm. The performance of ANN models 
was compared with multivariate linear regression (MLR) 
models and validation was made on the model’s stability and 
forecasting ability. The new algorithms effectively trained 
ANN models, and the prediction accuracy was as high as 85 
percent. Three statistical parameters were used for 
performance analysis: correlation coefficient (r), root mean 
square error (RMSE), and average difference (AVDIF). 
 

Sing et al. (2008[42]) worked on maize crop forecasting using 
multilayered feedforward network (MFN) of ANN. They 
considered maize crop yield data as response variable and 
total human labour, farm power, fertilizer consumption, and 
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pesticide consumption as predictors and found that a three-
layered feed-forward network with (11,16) units in the two 
hidden layers performs best in terms of having minimum 
mean square errors (MSE) for training, validation, and test 
sets. Superiority of this MFN over multiple linear regression 
(MLR) analysis had also been demonstrated for the maize 
data considered in the study. It was concluded that the ANN 
is the most efficient tool for successfully tackling the realistic 
situation in which exact nonlinear functional relationship 
between response variable and a set of predictors is not 
known. 
 

Khazaei et al. (2008[43]) used the backpropagation ANN 
method in regression for modeling between crop yield 
components of chickpea. Recently, Wen et al. (2010[44]) 
combined forecasting model by using multi-indicator for 
grain yield in China is based on BP network and grey system, 
which was named as GM(1,1)–BP model. Empirical results 
showed that the combined model had higher precision and 
training efficiency than the models based on GM(1,1), BP 
network or GM(1,N) alone. The results revealed that the grain 
yield can be accurately predicted by this model through small 
scale of requirement on samples and information. It is 
concluded that the GM (1, 1) - BP model is effective with the 
advantages of high precision, less requirement of samples and 
simple calculation.  
 

Miaoguang et al. (2008[45]) used Generalized Regression 
Neural Networks (GRNN) for forecasting of agricultural crop 
production. They found GRNN to be a good technique for 
prediction grain production in rural areas. It was reported 
that GRNN model is suitable for non-linear, multi-objectives 
and multivariate forecasting. 
 

Saad et al. (2009[46]) for rice yield prediction used ANN in 
precision farming and evaluated two models, Back 
Propagation Network and RBF network. The study showed 
that Radial Basis Network performed better than Back 
Propagation Network in terms of training time, accuracy and 
number of nodes in the hidden layer. It was also seen that 
training the MLP network was often too slow especially in the 
case of large size problems. Since RBF network can establish 
its parameters for hidden neurons directly from the input data 
and train the network parameters, it is generally much faster 
compared to MLP network.  

Heninzow, (2009[47]) in his work, used four–layer back 
propagation network with two hidden layers and trained the 
network by resilient propagation algorithm to show the ability 
of artificial neural network technology for prediction of crop 
yields in different climatic zones based on reported daily 
weather data. The final neural networks was trained with data 
sets of three climate zones and tested against an independent 
northern zone which had high predictive power. The ANN 

technology was found to be useful tool to investigate, 
approximate and predict spring crop yields in a 
heterogeneous climate region with wide ranges of 
temperature. 

Mehnatkesh et al. [48] conducted a study to evaluate the 
efficacy of artificial neural network and multiple linear 
regression tools to predict biomass and grain yield of winter 
wheat (cv. Sadri). Another objective of the study was to 
identify the most important edaphic factors (soil, 
precipitation, topographic, and management factors) that 
influence yield production in the hilly regions of central 
Zagros, west of Iran. A total of 404 sampling points were 
chosen on the landscape covering summit, shoulder, 
backslope, footslope, and toeslope at two sites with varying 
climatic conditions. Surface (0-30 cm) soil samples and data on 
wheat yield were collected at two sites in Koohrang and Ardal 
districts. Four parameter groups including terrain attributes, 
soil physical and chemical properties, precipitation, and weed 
biomass, including 57 factors were used as the inputs, and 
wheat grain and total biomass yield as the targets for ANN 
and MLR models. Predictor ANN and MLR models resulted 
in R2 values of 0.84 and 0.53 for grain yield, respectively; and 
0.69 and 0.26 for total biomass, respectively. These models 
resulted in RMSE values of 0.033 and 0.055 for grain yield, 
and 0.038 and 0.070 for total biomass, respectively.   
  
Mwasiagi et al. (2010[49]) designed an ANN model by 
selecting cotton-growing cost factors to predict cotton yield in 
Kenya. They found that this neural network model was able 
to predict cotton yield with a satisfactory performance error of 
0.204 kg/ha and a regression correlation coefficient between 
network output and actual yield of 0.945.  
 

Obe et al. (2010[50]) studied on forecasting of sugarcane 
production by application ANN based model. The 
performances of ANN models were measured using Mean 
Square Error (MSE), Normalized Mean Square Error (NMSE), 
correlation coefficient and Minimum Description Length 
(MDL). They found the result of prediction of the ANN model 
to be 85.70%.  
Ayoubi et al. (2011[51]) In their study,  designed  artificial 
neural network (ANN) models to  predict the biomass and 
grain yield of barley from soil properties; and they compared 
the performance of ANN models with earlier tested statistical 
models based on multivariate regression. Barley yield data 
and surface soil samples (0–30 cm depth) were collected from 
1 m2 plots at 112 selected points in the arid region of northern 
Iran. ANN yield models gave higher coefficient of 
determination (R2) and lower root mean square error 
compared to the multivariate regression, indicating that ANN 
is a more powerful tool than multivariate regression. Overall 
results indicated that the ANN models could explain 93 and 
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89% of the total variability in barley biomass and grain yield, 
respectively. The performance of the ANN models as 
compared to multivariate regression has better chance for 
predicting yield.  
 
Laxmi et al. (2011[52]) worked on Neural Networks for crop 
yields forecasting using MLP with different learning 
algorithms at Utter Pradesh. They considered crop 
productivity, maximum and minimum temperature, relative 
humidity morning and rainfall as input variables. They used 
stepwise regression techniques significant variables for 
selecting significant variables. They concluded that ANN 
models produced better results than statistical model. MAPE 
was used for performance evaluation of models.  
 
Thongboonnak et al. (2011[53]) carried out a study to develop 
the Artificial Neural Network (ANN) modules for agricultural 
yield prediction. The ANN modules developed were tested 
with longan yield prediction in Chiang Mai and Lamphun 
provinces. The ANN input data were soil group and climate 
data for the years 2006 – 2008, which related to longan yield in 
2007 and 2008. All data were normalized in the same range of 
0-1 to be suitable as the input of the ANN model. The 
normalized weekly highest, lowest, and average temperature, 
average sunlight, and rainfall were interpolated. They were 
then averaged to spatially represent districts in the study area, 
which corresponded to the longan yield districts. These data 
were varied with several input variations. The cross 
validation process was applied to each variation. The optimal 
parameters including learning rate, number of nodes in the 
hidden layer, and number of iterations obtained from testing 
were 0.4, 6, and 3,000 respectively. These parameters were 
applied for all training and testing processes. The best 
accuracy achieved is 99%. The ANN modules developed for 
the ArcMap environment worked well for longan yield 
prediction with accurate results despite the limitations of the 
data set. 
 
Zaefizadeh, M. et al (2011[2])   in their work, compared 
Multiple Linear Regressions (MLR) and Artificial Neural 
Network (ANN) in Predicting the Yield Using its Components 
in the Hulless Barley in Iran. In this study 40 genotypes in a 
randomized complete block design with three replications for 
two years were planted in the region of Ardabil. The yield 

related data and its components over the years of the analysis 
of variance were combined. Results showed that there was a 
significant difference between genotypes and genotype 
interaction in the environment. MLR and ANN methods were 
used to predict yield in barley. Also, yield prediction based on 
multi-layer neural network (ANN) using the Matlab 
Perceptron type software with one hidden layer including 15 
neurons and using algorithm after error propagation learning 
method and hyperbolic tangent function was implemented. In 
both the methods, absolute values of relative error as a 
deviation index in order to estimate and using t test of mean 
deviation index of the two estimates was examined. Results 
showed that in the ANN technique the mean deviation index 
of estimation significantly was one-third (1/ 3) of its rate in the 
MLR. They recommended neural network approach due to 
high yield and more velocity in the estimation to be used 
instead of regression approach. 

5 SUMMARY AND FINDINGS 
 
 

A review in the application area of crop yield prediction 
focusing on the comparison of multilayered feedforward 
network to the traditional statistical techniques namely 
regression analysis, logistic regression and discriminant 
analysis have been presented in this paper. In all, 24 papers 
have been reviewed out of which most of the papers have 
used multilayered feedforward neural network with one of 
the statistical techniques as stated above to view if any 
particular method outperforms the other which has been 
presented in Table 3. Care has been taken to tabulate different 
criteria such as number of variables used in the study, the 
validation technique and measure used for comparing 
performance of various techniques. 
  
 

Table 3 gives a summary of some of the study of comparision 
of ANNs and Statistical models discussed in this survey for 
prediction of agricultural crop yield production. The table 
consists of six columns. Column 1 provides references, 
Column 2 represents statistical model to which NN model is 
benchmarked, column 3 represents the number of variables 
used in the study, column 4 gives the validation method used, 
and column 5 gives the error measure used for comparison 
purposes and column  
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                                                             TABLE 3 
 

                                             APPLICATIONS CROP YIELD PREDICTION 
 

Reference Statistical 
model 

No. of 
Variables 

Validation 
Method 

Error Measure Findings  

Warner and  Misra (1996) LR 12 Tr-Ts (70-30) C-index and  Goodness 
of fit test  

[C] 

Drummond et al. (2003) SMLR, PPR 11 Tr-Ts CV CVMSE [A] 
Paul et al. (2004) LRM 11 Tr-Ts CV  R2 , MSE [A] 
Jiang et al.(2004) MLR 5 Tr-Ts CV AV [A] 
Kaul et al. (2004) MLR 20 Tr-Ts R2 , RMSE [A] 
Yong et al. (2005) MLR 6 Tr-Ts-CV Goodness of fit test, CC 

and R2 
[A] 

Ji et al. (2007) MLR 60 Tr-V R2 , RMSE [A] 
Li  et al. (2007) MLR 15 Tr-CV R2,RMSE, AVDIF [A] 
Sing et al. (2008) MLR 5 Tr-Ts-V MSE [A] 
Mehnatkesh et al. MLR 57 Tr-Ts R2 and RMSE [A] 
Ayoubi et al.(2011) PCA 14 Tr-Ts (80-20) R2 and RMSE [A] 
Zaefizadeh, M. et al (2011) MLR 5 Tr-Ts t-test of mean deviation 

index 
[A] 

Laxmi et al.(2011) SMLP 5 Tr-Ts-V MAPE [A] 
 
AVDIF : Average Difference, SMLR : Stepwise multiple linear regression,  PPR : Projection pursuit Regression, 
CVMSE : Cross–validated mean squared error, LRM: Logistic regression model,  AV: Absolute Value, PCA : Principal  
Component Analysis, Tr-Ts : Training Testing, Tr-Ts-V : Training Testing Validation,  Tr-Ts-CV : Training  
Testing Cross-Validation, MAPE: Mean Absolute Percentage Error.  

 
 
6 gives the findings of the corresponding research paper  
which can be classified into 3 categories namely, neural 
networks outperforming statistical techniques, neural 
networks and statistical techniques being comparable and 
statistical techniques outperforming neural networks. These 
three classifications have been denoted as [A], [B] and [C] 
respectively in the 6th column of the tables in order to 
enhance the readability of the paper. 
 
 
CONCLUSIONS 
 
A literature review of comparative studies on artificial neural 
networks and traditional statistical techniques used for 
prediction of agricultural crop production has been carried 
out in the study. It is clear from the literature that ANN can 
automatically approximate any nonlinear mathematical 
function. This aspect of neural networks is particularly useful 
when the relationship between the variables is not known or 
is complex and hence it is difficult to handle statistically. 
However, the determination of various parameters like the 
number of hidden layers, number of nodes in the hidden layer 
etc. associated with neural networks is not straightforward 
and finding the optimal configuration of neural networks is a 
very time consuming process. In this respect, statistical model 

clearly stands out as it allows interpretation of coefficients of 
the individual variables and due to the parametric 
assumptions of these models, inferences can also be drawn 
regarding the significance of certain variables in prediction or 
classification problems. 
 

Neural networks and statistical models are not competing 
methodologies for data analysis. There is an overlap between 
the two fields. Neural networks include several models, such 
as MLPs that are useful for statistical applications. Statistical 
methodology is directly applicable to neural networks in a 
variety of ways, including estimation criteria, optimization 
algorithms, confidence intervals and graphical methods. 
Better communication between the fields of statistics and 
neural networks would benefit both. 
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