Reducing Power Consumption at Computer Architectures to Improve the Performance
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ABSTRACT

Power and Energy Consumption is a Key constraint and crucial Technology for High Performance computing era. Energy optimization is an enabling power Management. The Consumption of Energy should be ascertainable not only to Gate Level or Register Transfer (RT) Level but also to the System Level. Reducing the Energy Consumption without degrading performance of the system. The compiler-time power and Energy optimization that will be complementary to current hardware and Operating System Techniques. The Computing science developers focus on the compiler-time power and energy optimization that will be complementary to current hardware and Operating System techniques, compiler have the advantage that they can analyse whole program behaviour, and reshape the behaviour if considered profitable for a given optimization objective. Power and Energy management strategy will be investigating optimization criteria to minimization of overall energy consumption. The focuses on various and tools for minimization of energy without increasing runtime. The Energy consumption and run time computed for various compiler techniques on XScale Architecture using XEEMU tool. The optimized code picked out and code is tuned dynamically by varying voltage-frequency. The optimized codes are tuned dynamically.
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1. INTRODUCTION

In present day world every joule of energy is valuable because all aspects of our system are related to energy consumption. Energy has become an important aspect of life as the factors that generate power are on the edge of extinction. So it has become very important for us to conserve energy for future in any form like computing systems, which can be either by battery driven or driven by AC power supply. By using effective operating system, the consumption of energy can be reduced. This can be applicable in compiling programmes on system and by using compatible machine codes. Power aware compilation is technique by which we make every developer or user to know the amount of energy used by their codes. If it is reasonable our system reduces the consumption of energy. Performance is always plays major role in Computer Science. Most power reduction techniques focused on minimizing the static power consumption rather than system level dynamic power consumption.

Energy is an essential asset because the factors that generate it are mainly depleting resources. The effect of reconfiguration granularity particularly on energy savings is also analysed with help of compiler approach to optimize energy results is presented. Hence it becomes an implicit requirement to conserve energy, be it in any form i.e. Computing systems, which may be either battery driven or driven by AC power supply. Power Consumption can be reduced by having efficient operating systems that consume lesser power. The same can be applied while compiling programs on systems where we can produce energy efficient machine codes. We propose a technique called power aware compilation. Using this technique, each and every developer or user could know the amount of energy consumed by their code; further, if feasible our system optimizes the energy consumption. The energy efficiency of them is becoming an important issue. The processor is one of the most important power consumers in any computing system. Considering that state-of-the-art real-time systems[17] are evolving in complexity and scale, the demand for high-performance processors will continue to increase. A processor’s performance, however, is directly related to its power consumption.
consumption. As a result, the processor power consumption is becoming more important issue as their required performance standards increase. With power having become a critical issue in the operation of data centers today, there has been an increased push towards the vision of "energy-proportional computing"[18], in which no power is used by idle systems, very low power is used by lightly loaded systems, and proportionately higher power at higher loads. Unfortunately, given the state of the art of today's hardware, designing individual servers that exhibit this property remains an open challenge. However, even in the absence of redesigned hardware, we demonstrate how optimization-based techniques can be used to build systems with off-the-shelf hardware that, when viewed at the aggregate level, approximate the behavior of energy-proportional systems. The increasing importance of Energy consumption and power reduction are the major problems for computer systems. From computer to smart phones, in order to run these devices all we need is power. Low power design is a critical design consideration even in high-end computer systems where expensive cooling and packaging costs and lower reliability often associated with high levels of on-chip power dissipation are the important concerns. we are trying to reduce the consumption of power on Chip-Level[19],Gate-Level[20], Operating System Level[21], Processors and Compiler Level[22], but we are reducing the power at compiler level. When it comes to computer scientists a steady progress has been achieved basically in the form of Dynamic power management (DPM) and Dynamic voltage scaling (DVS)[23].

2. RELATED WORK

The most effective power reduction technique is Dynamic voltage scaling. This result reducing the power supply voltage that can notably reduce power dissipation. It could be appropriate for eliminating idle times at low workload hours. So power is not wasted by an idle processor. CPU consumes much power in convex fashion with frequency that can be reduced by using dynamic voltage scaling which makes CPU lower dynamic energy consumption.

Power-reduction can be done in two ways static and dynamic. Static techniques are applied at the time of design, such as compilation. Dynamic techniques are applied at the time of run time based on the workloads. Dynamic power management (DPM). When high performance is required, DPM allows hardware to consume more power; otherwise, the hardware enters a lower-power state. DPM techniques include dynamic voltage/frequency scaling (DVS/DFS) and clock gating. DVS/DFS finds the program section where voltage and frequency can be tuned on CPU with minimum loss in performance. To maintain the both energy and performance is vital role in DVS was introduced, this will help to apply different voltages for different executions of frequencies. (DVS) will allows the devices with change in voltage, increasing energy levels and efficiency of their operation in progress. DVS is used to reduce power by varying the voltages according to the load on the processor.

Basically processors obtaining a power in two ways. One is through a compiler, second is an Assembly code manipulation or by another non-compiler method. Dynamic voltage scaling is a non-compiler method. On-compiler method checks the load on the processors and dynamically increases or decreases the processor frequency. DVS is one of the feasible and effective solutions to power reduction techniques. As a result, lowering the supply voltage can reduce significantly lowering the power dissipation. It is suitable for eliminating idle times during low workload periods it leads no power wasted by an idle processor usually.

Since the System processor power consumption increases in convex fashion, but DVS will help to considerably reduce the system energy consumption. (DVS) is a mechanism dynamically adjust CPU voltage and frequency. DVS in embedded devices variation in processor utilization, lowering the frequency when the processor in less load, and running at maximum
frequency when the processor is very largely loaded. DVFS will reduce energy systems. Because the frequencies are proportional to voltages.

A major challenge in DVS are utilizing the application are need to reduce the power. Voltage scaling is a common technique to reduce power by simply adjusting the supply voltage either at design time or at run time to maximize energy efficiency. The developer can implement different optimization techniques and can choose the one which gives the best result in terms of energy (Joule) and run-time (Sec). The code can be tuned dynamically by varying frequency and voltage across the blocks or the regions in the code. In such a way that minimization in the energy consumption can also be obtained dynamically.

3. ANALYSIS AND PERFORMANCE

The less power consumes by the CMOS Technology. A Power Consumption of CMOS Technology:

\[ p = c V^2 f \]  

Where \( p \) = power in watts, \( c \) = switch capacitance, \( V \) = supply voltage, and \( f \) is the clock frequency in hertz [15] this Suggests that there are essentially three ways to reduce power:

- DVFS technique proposed to achieve low power consumption for the CPU. Describe the relationship between CPU clock frequency, power and energy using the equations provided in the Intel optimization documentation. We let \( V_{dd} \) represent the supply voltage and \( f \).

- Power \( \alpha fV_{dd}^2 \)

- Delay =1/f \( \alpha 1/V_{dd} \)

- Energy \( \alpha V_{dd}^2 \)

Traditional(DVS) will not fit address scaling on system power consumption as the leakage power increases.

The various power analysis tools are JouleTrack [16], WATTCH [17], SimpleScalar [18], XTREM [19], U [20], Simics, Cache Access and Cycle Time Information: CACTI, Simple Power, General Execution-driven Multiprocessor Simulator (GEMS), and WARTS - Wisconsin Architectural Research Tool Set. Joule Track is MIT research lab product and a very efficient web based tool for software profiling. WATTCH is CPU power estimation tool. It analyses and optimizes power dissipation at micro architectural level, where as Simple Scalar is the complete tool set. XTREM and XEEMU is Xscale architecture specific tool. SIMICS is full system simulator. CACTI is the tool for measuring performance based on cache sizes and organization. GEMS simulator based on SIMICS. WARTS performs profiling and tracing of the programs. Among all XTREM and XEEMU is Intel(c) Xscale(c) architecture specific tool. XEEMU developed to simulate the runtime and power consumption of the Intel(c) Xscale(c) core. With the experimental results it showed XEEMU is faster and efficient than XTREM.

Ideal vitality utilization of k number, undertaking can be characterized as discovering the best mix of accessible voltages and frequencies to perform a predefined task with k clock ticks inside a predefined time \( T \).

\[ E^{(k)} = \sum_{i=1}^{N} t_{i}^{(k)} p_{d}(f_{i}, v_{i}) + \]
\[ P_{T}(T^{(k)} - \sum_{i=1}^{N} t_{i}^{(k)}) \]  

s.t \n
\[ \sum_{i=1}^{N} t_{i}^{(k)} f_{i} = K^{(k)} \]
\[ \sum_{i=1}^{N} t_{i}^{(k)} (K) \leq f^{(k)} \]
\[ t_{i}^{(k)} \geq 0; f o r i = 1, 2, ..., N \]

Minimize \( E= t_{1} p_{d}(f_{1}, v_{1}) + t_{2} p_{2}(f_{2}, v_{2}) + t_{3} p_{3}(f_{3}, v_{3}) \)  

s.t \n
\[ 1. t_{1} f_{1} + t_{2} f_{2} + t_{3} f_{3} = K \]
\[ T = t_1 + t_2 + t_3 = T \]
\[ t_1 \geq 0; \text{ for } i = 1, 2, 3 \]
\[ t_2 = T - t_1 - t_3 \]  
\[ t_1 f_1 + T - t_1 - t_3 = K \]
\[ t_1 f_1 + T_f_2 - f_1 f_3 + t_3 f_3 = K \]
\[ (f_3 - f_2) t_3 = K - t_1 f_1 - T_f_2 + t_3 f_3 \]
\[ T_3 = \frac{(K - T_f_2) - t_3 (f_3 - f_2)}{f_3 - f_2} \]
\[ f_2 = \frac{T - t_1 - t_3}{(K - T_f_2) - t_3 (f_3 - f_2)} = T - t_1 - \frac{f_3 - f_2}{f_3 - f_2} (f_3 - f_2) \]
\[ \text{Optimize the solution} \]
\[ t_2 = T f_3 - T f_2 - t_3 f_3 + t_1 f_2 - K + T f_2 + t_1 f_1 - t_3 f_3 \]
\[ t_2 = \frac{t_3 f_3 - K + t_1 (f_1 - f_3)}{f_3 - f_2} \]
\[ 0, \quad t_2 \geq t_3 \geq 0 \]
\[ (T f_3 - K) + t_1 (f_1 - f_3) \geq 0 \]
\[ (T f_3 - K) \geq - t_1 (f_1 - f_3) \]
\[ (T f_3 - K) \geq t_1 (f_3 - f_2) \]
\[ T_f_3 - K \geq t_1 \]
\[ f_3 - f_2 \geq t_1 \]
\[ t_3 \geq 0 \]
\[ (K - T f_3) - t_1 (f_1 - f_2) \geq 0 \]
\[ (K - T f_3) \geq t_1 (f_1 - f_2) \]
\[ K - T f_2 \geq t_1 \]
\[ f_1 - f_2 \geq T f_2 - K \]
\[ t_1 \geq 0 \]
\[ \text{Result} \]
\[ 0 \leq t_1 \leq \frac{K - T f_2}{f_1 - f_2} \]
\[ E = t_1 P_1 + t_2 P_2 + t_3 P_3 \]
\[ E = t_1 P_1 + \left( \frac{(T f_3 - K) + t_1 (f_1 - f_3)}{f_3 - f_2} \right) P_2 + \left( \frac{(K - T f_3) - t_1 (f_1 - f_2)}{f_3 - f_2} \right) P_3 \]
\[ t_1 \frac{P_1 (f_1 - f_2) + (f_1 - f_3) P_2 + (f_2 - f_3) P_3}{f_1 - f_2} + \frac{P_2 (f_2 - f_3) + (f_2 - f_3) P_3 + (f_3 - f_3) P_3}{f_2 - f_2} \]

- The objective is to apply compiler optimization transformations which help in maximum energy reduction.
- Besides reducing energy consumption of the program, it should not degrade its quality of execution, so minimization of Runtime in Sec and Number of instructions executed is also considered.
- The optimized code is taken and tuned dynamically by varying voltage-frequency and the best combination of voltage-frequency taken out.

There are various types of power models available followed by various tools available for power performance evaluation. The power models are classified on the basis of the level of abstraction of the description of the system and are reviewed. These are Transistor Level Power Estimation, Gate Level Power Estimation, RT Level Power Estimation, and System Level Power Estimation. The power model gives the measurement of power dissipated or power consumed by any system. According to the abstraction level the effect on power estimation accuracy, simulation time and power saving Opportunity is explained. Here Power Estimation Accuracy and Simulation time reducing from bottom to up, whereas Power Saving Opportunity is reducing from top to bottom. Basically two methodologies exist for estimating the power dissipation at different levels of abstraction. These are simulation based methods and probabilistic methods. Along with the power models there are various power analysis tools available now days. It measures the power performance evaluation of laptop to smart phones, from tablet PCs to handheld devices. Scientists are putting great effort in the development of power analysis tools for various devices and its implementation in various domains. The various power analysis tools are Joule Track[31], WATTCH[32], Simple Scalar[33], XTREM[34], XEEMU[35], Simics, Cache Access and Cycle Time Information:
CACTI, Simple Power, General Execution-driven Multiprocessor Simulator (GEMS), WARTS - Wisconsin Architectural Research Tool Set. WATTCH is CPU power estimation tool. It analyses and optimizes power dissipation at micro architectural level, where as Simple Scalar is the complete tool set. XTREM and XEEMU is XScale architecture specific tool. SIMICS is full system simulator. CACTI is the tool for measuring performance based on cache sizes and organization. GEMS simulator based on SIMICS. A WART performs profiling and tracing of the programs. Among all XTREM and XEEMU is Intel(c) XScale(c) architecture specific tool. XEEMU developed to simulate the runtime and power consumption of the Intel(c) XScale(c) core. With the experimental results it showed XEEMU is faster and efficient than XTREM.

ENERGY

The energy $E$, measured in Joules (J), consumed by a computer over $T$ seconds is equal to the integral of the instantaneous power, measured in Watts (W). The instantaneous power consumed by components implemented in CMOS, such as microprocessors and DRAM, is proportional to $V^2 \times F$, where $V$ is the voltage supplying the component, and $F$ is the frequency of the clock driving the component. Thus, the power consumed by a computer to say, search an electronic phone book, may be reduced by reducing $V$, $F$, or both. However, for tasks that require a fixed amount of work, reducing the frequency may result in the system taking more time to complete the work. Thus, little or no energy will be saved. There are techniques that can result in energy savings when the processor is idle, typically through clock gating, which avoids powering unused devices. In normal usage pocket computers run on batteries, which contain a limited supply of energy. When the system is idle, the integrated power manager disables the processor core but the devices remain active. If the system clock is 206 MHz, a typical pair of alkaline batteries will power the system for about 2 hours; if the system clock is set to 59 MHz, those same batteries will last for about 18 hours. Although the battery lifetime increased by a factor of 9, the processor speed was only decreased by a factor of 3.5. Based on proposed optimal energy consumption computing for kth task of different voltage frequencies DVFS based the closest energy optimized calculated from equation 1 to 7.

<table>
<thead>
<tr>
<th>Optimizations Techniques</th>
<th>Eavg(Average Energy Performance Percentage)</th>
<th>Rtavg(Average Runtime Performance Percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop Inlining</td>
<td>0.0284</td>
<td>0.0612</td>
</tr>
<tr>
<td>Loop Jamming</td>
<td>0.0358</td>
<td>0.0768</td>
</tr>
<tr>
<td>Loop Reversal</td>
<td>0.0378</td>
<td>0.0813</td>
</tr>
<tr>
<td>Loop Unrolling</td>
<td>0.0357</td>
<td>0.0764</td>
</tr>
<tr>
<td>Loop Termination</td>
<td>0.0378</td>
<td>0.0812</td>
</tr>
<tr>
<td>Loop Inversion</td>
<td>0.0379</td>
<td>0.0812</td>
</tr>
</tbody>
</table>

![Energy levels of different at Run time](image)
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