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Abstract— Design and development of a quadrotor model-based flight control system entails the use of the vehicle's dynamic model. It is quite challenging to use the physical laws and first principle-based approaches to model the quadrotor dynamics as they are highly nonlinear, characterized by coupled rotor-airframe interaction. However, system identification modeling method provides a less challenging approach to modeling the dynamics of highly non-linear systems such as a quadrotor. This paper presents the frequency-domain system identification procedure for the extraction of linear models that correspond to the hover flight operating conditions of a quadrotor. Frequency response identification is a versatile procedure for rapidly and efficiently extracting accurate dynamic models of aerial vehicles from the measured response to control inputs. During the extraction of the quadrotor's model, flight test manoeuvres were used to excite the variables of concern for flight dynamics and control by adopting a systematic selection procedure of the model structure for the parameterized transfer-function model and the state-space model. The technique provides models that best characterized the vehicle's measured responses to the controls commands, and can be used in the design of a flight control system.

Index Terms— Dynamic model, flight control system, frequency-domain system identification, flight dynamic and control, excitation and measured responses, quadrotor.

1 INTRODUCTION

Recently, the use of small-scale rotorcraft unmanned aerial vehicles (UAVs) for surveillance and monitoring tasks is becoming attractive. Amongst the various configurations of the small-scale rotorcraft, the use of a quadrotor gained more prominence, particularly in the research community [1], [2], [3], [4], [5]. A quadrotor is a small responsive four-rotor vehicle controlled by the rotational speed of its rotors. It is compact in design with the ability to carry a high payload.

The dynamics of rotocraft is substantially more complex than that of a fixed-wing aircraft [6], the complexity increases as the vehicle become smaller. The high non-linear nature of a quadrotor makes difficult the use of physical law and first principle-based approach to model its dynamics. The quadrotor dynamics is characterized by the coupled rotor-airframe dynamics. Hence, system identification method is needed to model the dynamics of non-linear systems such as a quadrotor, and the procedure is conducted in either time or frequency domain. A number of studies have reported the use of system identification procedure to identify the dynamics of rotorcraft [7], [8], [9], [10]. For instance, a method for system identification using Neural Networks was proposed in [7], where input-output data was provided from nonlinear simulation of X-Cell 60 small-scale helicopter, and the data was used to train the multi-layer perceptron combined with NNARXm time regression input vector to learn nonlinear behavior of the vehicle. A rotocraft system response data was acquired in carefully devised experiment procedure in [8], and a time domain system identification method was applied in extracting a linear time-invariant system model. The acquired model was used to design a feedback controller consisting of inner-loop attitude feedback controller, mid-loop velocity feedback controller and outer-loop position controller, when implemented on the Berkeley RUAV, the controllers showed remarkable hovering performance. Similarly, parametric and non-parametric models for a rotocraft were identified using data collected through identification method in [10], after which two control laws were designed for the vehicle attitude stabilization. In [11], system identification method was applied to examine a high-bandwidth rotorcraft flight control system design. In the study, flight test and modeling requirements were illustrated using flight test data from a BO-105 hingeless rotor helicopter. A systematic way is adopted in this study to derive a quadrotor dynamics models using the frequency-domain system identification method. Once the models are determined, a single-input-single-output (SISO) and multiple-input-multiple-output (MIMO) control loops can be designed and implemented on a quadrotor.

2 SYSTEM IDENTIFICATION CONCEPT

System identification is the procedure for deriving a mathematical model of a system based on experimental data of the system’s control inputs and measured outputs. The procedure involves derivation of a mathematical model based on experimental data of the vehicle’s control inputs and measured outputs; it also provides an excellent tool for improving mathematical models used for rotorcraft flight control system design. System identification method can be used for derivation of both parametric and nonparametric models: examples of nonparametric models include impulse and frequency response models, and examples of parametric models are transfer function and state space models. The nonparametric models are directly derived using experimental data and provide an input-output (I/O) description of the system. These model types are based on collections of data and do not require any knowledge of the system structure. However, the challenge...
of the system identification procedure is to derive a parametric model of a system. The first step towards the extraction of a parametric model is the derivation of a parameterized model, which will serve as a logical guess of the actual system model. The use of an optimization algorithm determines the parameters of the model that minimize the error between the actual system responses and the model responses. Estimates of those characteristics may be obtained by analysis of the nonparametric model combined with information obtained by the first principles approach. The system identification procedure is an iterative process. Depending on the identification results, the parameterized model may be refined in terms of order and structure until a satisfactory identification error is achieved. When the parameterized model is known, the system identification method reduces to the parameter estimation problem [12]. A Key application of rotorcraft system identification results include piloted simulation models, comparison of wind tunnel test versus flight measurements, validation and improvement of physic based simulation models, flight control system development and validation.

There are numerous methodologies for system identification techniques which are well described in [13], [14]. A major classification amongst these methodologies depends on whether the compared responses are considered in the time or frequency domain. The similarities between frequency-domain and time-domain methods are; in both, good results depend on proper excitation of key dynamic modes; multiple inputs should not be fully correlated; both can be used for parametric model identification that can be verified in the time domain. The major differences between the two are; the initial data for frequency-domain method consists of frequency responses derived from time-history data, while the time-domain method initial data consists of time history data. In addition, time domain method provides both linear and nonlinear models, whereas frequency domain method provides only a linearized characterization of the system, and a describing function for a nonlinear model. There exist none independent metrics to assess system excitation and linearity in time-domain method, whilst, in frequency-domain method there are a number of metrics such as coherence function, Cramer-Rao inequality and cost function.

3 ROTORCRAFT SYSTEM IDENTIFICATION

System identification as applied to a quadrotor is a versatile procedure for rapidly and efficiently extracting accurate dynamic models of rotorcraft from the measured response to control inputs. Flight test manoeuvres are used to excite the variables of concern for flight dynamics and control, or structural stability. Typical excitations used in system identification are frequency sweeps and doublets. The techniques provide a model that best characterizes the vehicle’s measured responses to controls commands [15], such as (i) frequency response model, (ii) transfer function model and (iii) state space model.

3.1 Frequency response model

This is a nonparametric model which represents the output/input amplitude ratio and phase shift of a system in an effective format, such as a Bode plot. It can be regarded as a data curve identified from the flight test data, which represent the ratio of the response per unit of control input as a function of control input frequency. The frequency response is obtained using the fast Fourier transform and associated windowing techniques.

3.2 Transfer function model

This model provides a closed-form equation that is a good representation of a frequency response data. The model is of the form:

\[ T(s) = \frac{b_0 s^n + b_1 s^{n-1} + \ldots + b_m}{a_0 s^m + a_1 s^{m-1} + \ldots + a_n} \]  

(1)

The values of the numerator coefficients \((b_0, b_1, \ldots, b_m)\) and denominator coefficients \((a_1, \ldots, a_n)\) are determined using system identification procedure. The transfer function is a parametric model comprising a limited set of characteristics parameters.

3.3 State-space model

This can is the parametric model of the complete differential equation of motion that describes the MIMO behaviour of the vehicle. Equation (2) represents the linear differential equation for a small perturbation about a trim flight condition in state-space.

\[ x = Ax + Bu(t - \tau) \]  

(2)

Where the control vector \(u\) is composed of the control inputs and the vector of the vehicle states \(x\) comprises the response quantities (speed, angular rates, and attitudes angles). The time-delay vector \(\tau\) allows for a separate time-delay value for each control. However, the set of available flight-test measurement \(y\) is composed of a subset of the states and given by:

\[ y = Cx + Du(t - \tau) \]  

(3)

The values of the matrices \(A, B, C, D\) and the vector \(\tau\) are determined using the system identification procedures.

4 FREQUENCY RESPONSE SYSTEM IDENTIFICATION

Based on [12] and [15] frequency domain identification is an ideal way for extracting linear rotorcraft models of high accuracy. One of the main advantages of this approach is
the use of actual flight data for deriving and validating the model. Additionally, frequency domain identification has a coherent flow of the design steps starting from the input–output characterization of the vehicle (nonparametric modeling), continuing with the extraction of the state space model (parametric modeling) concluding with validating the predicted model in the time domain. This method is classified as an output-error method where the fitting error is defined between the actual flight data frequency responses and the frequency responses predicted by the model.

To highlight this, suppose the vehicle is excited with a sine-wave input $x(t)$ of amplitude $A$ and frequency $f$ in hertz, then:

$$x(t) = A \sin(2\pi ft)$$

(4)

When the transient response has decayed, the system output $y(t)$ will also be a sine wave of the same frequency $f$, but with an associated amplitude $B$ and a phase shift $\varphi$:

$$y(t) = B \sin(2\pi ft + \varphi)$$

(5)

This implies that for a linear time-invariant (LTI) system, a constant sine-wave periodic input results in a constant sine-wave output at the same frequency $f$, referred to as the first harmonic frequency. It is therefore important to note, for linear systems, the higher harmonics of the response are not considered, as the time function is the same for the input and output. For these systems, the focus is on the amplitude $A$ and $B$, phase shift $\varphi$. The parameter values $A$, $B$ and $\varphi$ in this case, can be obtained from the time-history plots or calculated numerically using the Fourier series for only the first harmonic terms [16].

The frequency response function $H(f)$ is a complex-valued function defined by the data curves for the magnification and phase shift at each frequency $f$ given by:

$$|H(f)| = \frac{B(f)}{A(f)}$$

(6)

$$\angle H(f) = \text{Phase Shift} = \varphi(f)$$

(7)

The frequency response can be obtained experimentally by exciting the system with discrete sine-wave inputs.

4 Metrics for Deciding Model Accuracy

In the frequency response system identification technique, the following independent metrics are used to measure model accuracy in terms of system excitation, data quality and system response linearity:

4.1 Spectral Function

The products of the Fourier transform computation are the Fourier coefficients of the input $X(f)$ excitation and output $Y(f)$ response. This leads to the definition of the three spectral functions (i) input spectrum, (ii) output spectrum and (iii) cross spectrum. Based on [17], a rough estimate of the input auto-spectrum is determined from the Fourier coefficients by:

$$\overline{G_{xx}}(f) = \frac{2}{T} |X(f)|^2$$

(8)

Similarly, a rough estimate of the output auto-spectrum or input PSD displays the distribution of the output squared or response power as function of frequency given by:

$$\overline{G_{yy}}(f) = \frac{2}{T} |Y(f)|^2$$

(9)

Finally, a rough estimated of the cross spectrum or cross PSD displays the distribution of the product of input multiplied by output or input-output power transfer as a function of frequency, and is given by:

$$\overline{G_{xy}}(f) = \frac{2}{T} |Y(f)\cdot^*|Y(f)|$$

(10)

Note that, the cross spectrum is a complex-valued function and thus conveys input=output phase information.

4.1 Coherence function

The coherence function is an important product of the smooth spectral functions. It can be interpreted as the fraction of the output spectrum that is linearly attributable to the input spectrum at a certain frequency.

$$\gamma_{xy}^2(f) = \frac{|\overline{G_{xy}}(f)|^2}{\overline{G_{xx}}(f)\cdot\overline{G_{yy}}(f)}$$

(11)

The coherence function is a normalized metric having a value ranging from zero to unity. It is an indicator of the linearity between the input and output. A value of the coherence function close to unity indicates that the output is significantly linearly correlated with the input of the system. In practical applications, there are several reasons for a low value of the coherence function [18]. Following a simple guide, the coherence function can be used to effectively and rapidly examine the accuracy of frequency-response identification [12]. Gener-
ally, if the coherence function satisfies Equation (12), and is not oscillating, then the frequency response can be said to have acceptable accuracy [15].

\[ \gamma_{xy}^2 \geq 0.6 \]  

(12)

4.3 Cranson-Rao inequality

The Cranson-Rao inequality is another reliable measure of parameter accuracy in the frequency-response identification method. The inequality establishes the Cranson-Rao bounds (CR) as the minimum expected standard deviation in a parameter estimate obtained from many repeated manoeuvres. The Cranson-Rao bound is given by:

\[ \sigma \geq CR \]  

(13)

Relative values of the Cranson-Rao bounds associated with the identification parameters are of key significance for refining the model structure. High values of Cranson-Rao bounds for individual parameter suggest indicate poorly identified parameters and suggest these parameters to be removed or fixed in the model structure.

4.4 Cost function

The quadratic factor \( J \) referred to as cost function is also useful in deciding an acceptable level of model accuracy. For flight dynamic modeling, a cost function of \( J \leq 100 \), generally represents an acceptable level of accuracy, whereas a cost function of \( J \leq 50 \) is expected to produce an exact match of the flight data.

5 FREQUENCY RESPONSE SYSTEM IDENTIFICATION PROCEDURE

Fig. 1 illustrates the sequence of a frequency response identification procedure, in which the initial step is the excitation of the vehicle using specially designed input signals, such as a frequency sweep, to excite the vehicle dynamics over a desired frequency range. The choice of the desired frequency range has an important role in the identification process and has to be wide enough in order to capture all the dynamic effects of interest (i.e., airframe and rotor dynamics).

After some preprocessing to eliminate the noise and other types of inconsistencies in the time domain output data, the second phase computes the input-output frequency responses using a Fast Fourier Transform. This phase of the process establishes the nonparametric model of the vehicle. The design of the parameterized linear state space model follows using information from the physical laws and the nonparametric modeling phase.

The frequency domain identification method is only suitable for the derivation of a linear parametric model. Although the rotorcraft dynamics are nonlinear, around certain trimmed flight conditions, the nonlinearities from the equations of motion and aerodynamics are relatively mild. When this is the case, a linearized model is sufficient to accurately predict the vehicle's response. Usually, the validity of the linearized model is adequate over a wide area of the flight envelope around the trim point. However, a single linear model in most cases is not sufficient to represent globally the flight envelope. Therefore, different models are required for each operating condition. The final step of the identification procedure is the validation of the model. This step takes place in the time domain, with different flight data from the identification procedure. For the same input sequence, the vehicle responses from the flight data are compared with the predicted values of the model, obtained by integration of the state space model. However, if the validation portion of the problem is not satisfactory the parametric modeling setup should be modified and the procedure repeated.

6 SOFTWARE FOR FREQUENCY RESPONSE METHODS

A number of software packages can be used for rotorcraft frequency-response identification. Amongst the popular...
ones include: MATLAB/SIMULINK, NI Labview and CIFER (Comprehensive Identification from Frequency Responses). MATLAB and LabView are generalized packages which for solving various engineering problems. However, CIFER® software package was developed at Ames research centre primarily for the task of aircraft and rotorcraft frequency response identification from flight-test data, and hence it is well suited for application in this study. The program is composed of six utility packages that interact with a sophisticated database of frequency responses. The importance of a well organized and flexible database system is very crucial in a large scale MIMO identification procedure of an air vehicle. The CIFER® package is designed to cover all the intermediate steps necessary for the development of air vehicles parametric modeling. The key characteristic of CIFER® is its ability to generate and analyse high quality frequency responses for MIMO systems, by using Discrete Fourier Transform (DFT) and windowing algorithms [19].

6.1 Overview of CIFER package
The CIFER® software facilitates the use of frequency domain analysis of flight data to achieve a number of objectives, including handling quality analysis and specification compliance, vibration analysis, and identification of linearized models. The package contains various utilities that can be used interactively as shown in Fig. 2.

6.2 Data flow in CIFER
Fig. 2 depicts how the CIFER software package is linked to a relational database utility to facilitate the computation of the frequency response identification method of Fig. 3.

The six core programs within the CIFER perform the following processes: data conditioning and performing FFTs, FREPID; multi-input conditioning, MISOSA; window combination, COMPOSITE; transfer-function model identification, NAVFIT; state-space model identification, DERIVID and model verification, VERIFY. The package also has utilities that allow interfacing to many standard data formats, including MATLAB, Excel, ASCII comma and tab delimited, among others. Frequency responses generated during any session of the system identification procedure are stored and catalogued in a dedicated database folder. The database entry that is available to all CIFER programs and utilities contains all the information about how the procedure was carried out. In addition, the database can be shared by multiple users of CIFER and multiple databases can be combined or compressed.

As depicted in Fig 3, time-history data enters the system at two points. The first set of time-history is processed into frequency responses at the beginning of the CIFER procedure. At the end of the procedure, a second set of time-history data from inputs dissimilar from those used for the identification is then used for the model verification.

Three programs are run sequentially to generate the MIMO frequency-response database. Beginning with the time-history data, FREPID computes SISO frequency response for a range of spectral windows using a chirp z-transform. The results are then written into the frequency-response database. Next, MISOSA reads in the SISO data from the frequency-response database and conditions these responses for the effect of multiple, partially correlated controls that might have been present in the same manoeuvre record. Again, the results are written back to the database. Finally, COMPOSITE performs optimization across the multiple spectral windows to achieve a final frequency-response database with excellent resolution, broad bandwidth and low random error.

Two programs support parametric model identification. NAVFIT is used to identify a pole-zero transfer-function model that best fits a selected SISO frequency-response. DERIVID is used to identify a complete generic state-space model structure that best fits the MIMO frequency-response database. Lastly, VERIFY is used to check the identified model’s time-domain response based on time-history data from manoeuvres different from those used for the identification.

An important utility program is the smoothing from aircraft
kinematics (SMACK), although not part of CIFER software package, is used for processing of time-history data before the identification proper. Table 1 summarizes the functions of the CIFER components.

Table 1
Summary of the CIFER components functions

<table>
<thead>
<tr>
<th>Serial</th>
<th>Component</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Time history data</td>
<td>Input to FRESPID and SMACK</td>
</tr>
<tr>
<td>2</td>
<td>SMACK</td>
<td>Data consistency</td>
</tr>
<tr>
<td>3</td>
<td>FRESPID</td>
<td>Frequency-response identification</td>
</tr>
<tr>
<td>4</td>
<td>MISOSA</td>
<td>Multi-input conditioning</td>
</tr>
<tr>
<td>5</td>
<td>COMPOSITE</td>
<td>Window combination</td>
</tr>
<tr>
<td>6</td>
<td>NAVFIT</td>
<td>Transfer-function identification</td>
</tr>
<tr>
<td>7</td>
<td>DERIVID</td>
<td>State-space model identification</td>
</tr>
<tr>
<td>8</td>
<td>VERIFY</td>
<td>State-space model verification</td>
</tr>
</tbody>
</table>

7 QUADROTOR IDENTIFICATION

This section presents the general requirements and procedure that leads to the comprehensive frequency response system identification of a quadrotor using the CIFER software package. The description of the vehicle platform used has been presented in [25].

7.1 Model structure determination

An important and challenging aspect in parametric model identification process is the proper selection of the different aspects of model structure that depends on many factors, critical amongst include (i) the ultimate application of the model; (ii) selection of the input-to-output variable pair; (iii) selection of frequency range of the fit; (iv) selection of the order of numerator (n) and denominator (m); (v) inclusion of the equivalent time delay $\tau$ and (vi) fixing or freeing specific coefficients in the fitting process.

7.2 Parameterized transfer function model

A transfer-function model is the linear input-to-output description of a dynamic system; it represents the simplest form of parametric model that can be extracted from the numerical frequency response database. The transfer-function model is sufficient for describing the majority of the quadrotor dynamics, including handling quality analysis, rotors and airframe models and flight control system design. In transfer-function modeling, the system to be modeled is treated like a black box with no attempt to represent the actual dynamics of the vehicle. Transfer-function models are composed of a numerator and denominator polynomial in the Laplace variable $s$, with an equivalent time delay to account for additional unmodeled high frequency dynamics and transport delays in the system. However, despite this simplification, the transfer-function model can provide a remarkably accurate representation of system response behaviour and has the form of Equation (1). The order of the numerator and denominator orders are selected in such that a good fit of the frequency-response data in the frequency range of interest is achieved.

7.2 Quadrotor state-space model

Determination of the parameterized model is one of the critical aspects in the frequency domain identification method. The challenge here is deciding on which stability derivatives should be included in the development of the parameterized model. To simplify the identification task, the linear parameterized model used for parameter identification of the quadrotor is based on Mettler’s model (with some modifications) described in [20], [21], [22] for the Carnegie Mellon’s Yamaha R-50 and MIT’s X-Cell-60. The structure of the parameterized model proposed by Mettler has already been successfully used for the parametric identification of several helicopters of different sizes and specifications [23] and [24]. The ability of this model structure to establish a generic solution to the small-scale rotorcraft identification problem is based on two important factors: a) that the Mettler’s parameterized model provides a physically meaningful representation of the system dynamics. All stability derivatives included in this model are related to kinematic and aerodynamic effects of the airframe and the rotor systems, and b) the ability to represent the many cross-coupling effects that dominate the rotorcraft motion. This allows for the integration of the rotors model with the linearized equations of motion. The modifications made to the proposed parameterized model is due to the absence of a stabilizer bar on quadrotor, which provides additional damping to the pitch and roll rates. However, this function on the quadrotor is addressed by proportional regulation of the rotor speeds.

The quadrotor physical model structure represents direct implementation of the equations of motion of the vehicle. In a system identification procedure, the choice of model structure depends on those points highlighted previously. Hence, Equations (2) and (3) can be written in the state-space form as:

$$M \ddot{x} = F x + G u(t - \tau)$$

(14)

$$y = H_0 x + H_1 \dot{x}$$

(15)

The matrices $M$, $F$, $G$ and vector $\tau$ contain model parameters to be identified as well as the known model parameters and constants. Time delays are sometimes included to account for unmodeled system dynamics. A measurement vector $y$ is included to account for the difficulty associated with directly measuring the state $x$. The matrices $H_0$ and $H_1$ are composed of known constants, such as gravity, unit conversion, kinematics, etc. However, once the identification parameters are determined, Equations (14) and (15) can easily be expressed in the conventional state-space-form (Equations 2 and 3):

$$A = M^{-1}F$$

(16)

$$B = M^{-1}G$$

(17)

$$C = H_0 + H_1 M^{-1}F$$

(18)

$$D = H_1 M^{-1}G$$

(19)

7.3 State and control variables

There are nine states and four control variables in the quadrotor's 6-DOF equations describing its airframe motion, centre of mass
(CM) and body rotation, given by:

$$x = \begin{bmatrix} u & v & w & p & q & r & \phi & \theta & \psi \end{bmatrix}^T$$  \hspace{1cm} (20)$$

$$u = \begin{bmatrix} u_1 & u_2 & u_3 & u_4 \end{bmatrix}^T$$  \hspace{1cm} (21)$$

Where \(v_B = [u, v, w]^T\) and \(\omega_B = [p, q, r]^T\) denote the linear and angular velocities components of the vehicle relative to the body-fixed frame.

**7.4 Output vector**

During the vehicle's take-off, the output vector consists of the quadrotor's linear and angular velocities, and \(a_Z\), the linear acceleration along \(z\)-axis. However, at hover flight, acceleration along the \(x\) and \(y\) axes equals zero, and the vector is reduced to:

$$y = \begin{bmatrix} u & v & w & p & q & r & a_z \end{bmatrix}^T$$  \hspace{1cm} (22)$$

**7.5 Parameterized state-space model**

The quadrotor parameterized state-space model represents the linearized dynamics of the perturbed states and control inputs of the helicopter from a trimmed reference flight condition. The trim operating condition considered is the hover mode. Although the parameterized model is associated with the perturbed values of the states and inputs, the linear state-space parameterized model is given by:

$$A = \begin{bmatrix} 0 & 0 & -g & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$.  \hspace{1cm} (23)$$

$$B = \begin{bmatrix} Y_{u_2} & Y_{u_3} & Y_{u_4} \\ 0 & 0 & 0 \\ N_{u_2} & N_{u_3} & L_{u_4} \\ 0 & 0 & L_{u_4} \\ 0 & 0 & N_{a_z} & N_{a_z} \end{bmatrix}$$  \hspace{1cm} (24)$$

The unknown coefficient to be identified in matrices \(A\) and \(B\) of the parameterized model structure are the conventional stability and control derivatives, which result from Taylor-series representation of the vehicle's aerodynamics, composed of stability and control derivatives of the vehicle, and are a complex combination of the vehicle geometric parameters, aerodynamic parameters and inertia parameters. These derivatives also represent the complex combination of the quadrotor geometric and inertial parameters.

**8. The Identification Process**

The identification procedure for the quadrotor starts with the collection of the experimental time domain flight data. For each flight data record, the quadrotor was set to hover, and a piloted frequency sweep excitation signal was applied to the four-control variables \((u_1, u_2, u_3, u_4)\) one after the other. The bandwidth of the excitation signal ranges between 0.2 – 20 rad/sec, whilst the frequency sweep was executed by the primary input of interest, the secondary inputs were kept uncorrelated to the main input maintaining the vehicle near the reference operating point. For each control input, four records have been collected; the minimum and maximum frequency of the excitation sweeps and the duration of the flight records for each control input are shown in Table 2.

<table>
<thead>
<tr>
<th>Control channel</th>
<th>(\omega_{min}) (rad/sec)</th>
<th>(\omega_{max}) (rad/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u_1)</td>
<td>0.2</td>
<td>20</td>
</tr>
<tr>
<td>(u_2)</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>(u_3)</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>(u_4)</td>
<td>2</td>
<td>20</td>
</tr>
</tbody>
</table>

The variables collected for the identification process were the Euler angles \(\theta, \phi, \psi\); angular velocities \(p, q, r\) and body frame acceleration \(a_z\) as well as the linear velocity \(w\). For translation, the body frame accelerations were selected instead of the velocity measurements, as these provide a more symmetrical response around the trim value, facilitating the calculations of the respective FFTs. After the collection of the time domain experimental
data, flight records excited by the same primary control input were concatenated into a single record. The time domain experimental data was then entered in the CIFER software and processed using the PRESPID, MISOSA and COMPOSITE to produce a high quality MIMO frequency response database. This database comprises the conditioned frequency responses and partial coherences for each input–output pair.

After calculating the flight data frequency responses, the parametric models were extracted using the NAVFIT module to determine the model transfer-function parameters. The DERIVID module was used to extract and determine the state-space model parameters. The DERIVID algorithm was used to extract and determine the state-space model and its parameters. In both cases, the model parameters were determined such that the estimated frequency responses provide best fits to the flight data frequency responses.

The first task executed in the parametric modeling process was the determination of the flight data frequency response input-output pairs, to be included in the identification process, followed by the determination of the frequency range of interest. For the quadrotor, the selected frequency responses and their corresponding ranges are depicted in Table 5.9. The coherence function $Y^2$ has been used as the criterion for the frequency response selection, for which the coherence function has values greater than 0.6 over the desired frequency range of the model.

The determination of the frequency response pairs to be included in the identification process was followed by extraction of the transfer-function model; which involved determining the structure and order of the parameterized model, and followed by making initial guesses for the values of the model parameters. CIFER uses an optimization algorithm which computes the cost function $J$ satisfying Equation 5.20 for each input-output pair. The optimization algorithm is based on an iterative robust secant algorithm that reduces the phase and magnitude error between the state space model and the flight data frequency responses. The execution of the optimization algorithm continues until the average of the selected frequency responses and cost functions are minimized.

Similarly, the parametric state-space model extraction involved an iterative procedure using DERIVID. The iteration run until the most suitable stability and control derivatives of the state-space model were selected based on the three accuracy metrics discussed previously, namely: frequency responses cost functions; percentage of the Cramér–Rao (CR) bound for each parameter; percentage of the insensitivity of each parameter with respect to the cost function. Parameters having high CR bound were dropped or fixed to a specific value, high insensitive parameters have minimal or no effect on the computation of the cost function and were dropped.

### 9 Identification Results

The final extracted model obtained from the procedure described in the previous section has an excellent average cost functions value of 21 and produced physically reasonable values for the stability derivatives. The identified stability and control derivatives with their respective CR bound and insensitivity percentage for the quadrotor are depicted in Table 5.10. For instance, the angular body position damping parameters $Y_\psi$ and $Y_\phi$ exhibit negative (stable) values, an indication that the vehicle has a good angular position damping, whereas a positive $Y_\psi$ points to an unstable yaw mode.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>CR</th>
<th>Insensitivity %</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_{u1}$</td>
<td>-6.965E +08</td>
<td>126.2</td>
<td>99.2</td>
</tr>
<tr>
<td>$Y_{u2}$</td>
<td>1.917E + 05</td>
<td>66.1</td>
<td>99.5</td>
</tr>
<tr>
<td>$Y_{u3}$</td>
<td>3.288E+04</td>
<td>62.3</td>
<td>99.6</td>
</tr>
<tr>
<td>$Y_{u4}$</td>
<td>2.316E+04</td>
<td>280.2</td>
<td>159</td>
</tr>
<tr>
<td>$L_{u1}$</td>
<td>-1.315E+09</td>
<td>12.0</td>
<td>6.21</td>
</tr>
<tr>
<td>$L_{u2}$</td>
<td>3.594E+04</td>
<td>2.4</td>
<td>5.41</td>
</tr>
<tr>
<td>$L_{u3}$</td>
<td>1.952E+04</td>
<td>2.1</td>
<td>5.20</td>
</tr>
<tr>
<td>$L_{u4}$</td>
<td>1.332E+04</td>
<td>7.7</td>
<td>8.8</td>
</tr>
<tr>
<td>$N_{u1}$</td>
<td>1.348E+04</td>
<td>13.3</td>
<td>0.45</td>
</tr>
<tr>
<td>$N_{u2}$</td>
<td>1.327E+04</td>
<td>17.0</td>
<td>0.85</td>
</tr>
<tr>
<td>$N_{u3}$</td>
<td>1.347E+04</td>
<td>16.6</td>
<td>0.99</td>
</tr>
<tr>
<td>$N_{u4}$</td>
<td>1.444E+04</td>
<td>18.9</td>
<td>1.42</td>
</tr>
<tr>
<td>$u_1$</td>
<td>3.803E+06</td>
<td>3.7</td>
<td>0.22</td>
</tr>
<tr>
<td>$u_2$</td>
<td>2.465E+07</td>
<td>4.6</td>
<td>0.32</td>
</tr>
<tr>
<td>$u_3$</td>
<td>2.656E+07</td>
<td>4.1</td>
<td>0.40</td>
</tr>
<tr>
<td>$u_4$</td>
<td>2.069E+06</td>
<td>7.2</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Some of the identified parameters exhibit high CR bounds and insensitivities (Table 5.10), i.e., the angular position derivatives of the roll and pitch $L_\phi$, $L_\theta$, and $L_\psi$ can be dropped from the model without sacrificing the accuracy of the identification results. However, these derivatives are kept to maintain the final state space dynamics as close as possible to the parameterized model. According to [15], the large uncertainty of the specific stability derivatives results from the lack of low frequency excitation. The signs and magnitudes of the angular position damping derivatives $Y_\phi$ and $Y_\theta$, together with the low value accuracy metrics, indicate that these parameters are completely reliable. The most important parameters of the state space model are the control variable coupling terms $N_{u_1}$ (in matrix B) presented in Table 4, and their values indicate the quadrotor is a high maneuverable and agile vehicle.

#### 9.1 Altitude model

The magnitude, phase, coherence and error plots of the quadrotor altitude model response obtained from the CIFER identification is depicted in Fig. 5.6. The model shows excellent coherence ($r^2 \approx 0.7$) from 1 rad/sec up to 9 rad/sec, with both magnitude and phase constant to within 10% over excitation frequency range; hence this indicates a good model. The experimental flight data is represented with a second order critically damped system (Equation 25). Similarly, the magnitude of the identified model fits the experimental flight data from 0.1 rad/s to 1 rad/s, while the phase fits from zero rad/s to 1.2 rad/s as depicted in Fig. 4.
\[
\frac{\phi}{\partial u_2} = \frac{12.4s - 8.7}{s^2 + 15.8s + 10.2} e^{-0.245s}
\] (25)

Fig. 4. (a) Altitude model (b) model versus flight data fit.

**9.2 Roll attitude model**

The magnitude, phase, coherence and error plots of the quadrotor roll attitude response obtained from the CIFER identification depicted in Fig. 5a, shows excellent coherence \(\gamma^2 \approx 0.7\) from 1 rad/sec up to 12 rad/sec, with both magnitude and phase constant to within 1% over excitation frequency range, hence indicates a good model. However, at 0.6 rad/s, there was a 90 degrees phase a rollover. The vehicle's roll response experimental flight data is represented with a second order critically damp system (Equation 26). Similarly, the magnitude and phase of the identified model fits the experimental flight data from over the entire frequency range as depicted in Fig. 5b.

\[
\frac{\theta}{\partial u_3} = \frac{12.7s - 6.7}{s^2 + 16.2s + 8.2} e^{-0.267s}
\] (26)

Fig. 5. Roll attitude model (b) model versus flight data fit.

**9.3 Pitch attitude model**

Similar to the vehicle's roll attitude model, the magnitude, phase, coherence and error plots of the quadrotor pitch attitude model depicted in Fig. 6a, shows excellent coherence \(\gamma^2 \approx 0.7\) from 1 rad/sec up to 12 rad/sec, with both magnitude and phase constant to within 1% over excitation frequency range. Hence, this indicates a good model; however, at 0.6 rad/s, there was a 90 degrees phase a rollover. The vehicle's roll response experimental flight data is represented with a second order critically damp system (Equation 27). Similarly, the magnitude and phase of the identified model fits the experimental flight data from over the entire frequency range as depicted in Fig. 6b.

\[
\frac{\psi}{\partial u_4} = \frac{9.6s - 28.8}{s^2 + 16.1 + 7.3} e^{-0.074s}
\] (27)

Fig. 6. Pitch attitude model (b) model versus flight data fit.

**9.4 Yaw attitude model**

The magnitude, phase, coherence and error plots of the quadrotor yaw attitude model depicted in Fig. 7a shows poor coherence \(\gamma^2 < 0.6\) at lower and upper frequency, a good coherence over the middle frequency \(\gamma^2 > 0.7\) from 0.3 rad/sec up to 11.5 rad/sec having both magnitude and phase constant at within 5% over the frequency range. Hence, this indicates a good model. The vehicle's yaw response experimental flight data is represented with a second order critically damp system (Equation 28). Similarly, the magnitude and phase of the identified model fits the experimental flight data from over the entire frequency range as depicted in Fig. 7b.

\[
\frac{\omega}{\partial u_4} = \frac{28.7}{s^2 + 863.5s + 250} e^{-2.2s}
\] (28)

Even though the single axis transfer-functions can accurately model the on-axis angular and vertical responses, the MIMO state-space models are needed to fully characterize the coupled dynamics of the quadrotor. The 6-DOF hover state-space model generated in the system identification process exhibited coupled dynamics between its responses to the inputs signalals. However, based on [15], the \(F\) and \(G\) matrices containing the stability and control derivatives were tuned by CIFER such that the model match those derived from the flight test data. The MIMO model shows a good agreement between the on-axis state-space model and the transfer-functions control and damping derivatives. The on-axis delays on the input control channels are as follows; a time delay of 0.254 rad/sec (Equation 25) on the roll channel, 0.267 rad/sec (Equation 26) on the pitch channel, 0.074 rad/sec (Equation 27) on the yaw channel, and 2.4 rad/sec (Equation 28) on the altitude channel. In the transfer function models, the gains are the control derivatives and the poles are the damping derivative. The slight change in values occurs since the state-space model accounts for the simultaneous fit to the complete MIMO frequency responses. By and large, the models show excellent fit with the actual and predicted frequency reponse which can be use for flight control system design.

**5 Conclusion**

This paper has presented the frequency-domain system identification of a quadrotor. The hover flight condition of the vehicle was considered as the reference flight operating point in extracting the vehicle's parameterized model using the CIFER software.
package. The identification procedure started with the collection of the experimental time domain flight data. For each flight data record, the quadrotor was set to hover and a piloted frequency sweep excitation signal was applied to the four control variables, one after the other, with the bandwidth of the excitation signal ranged between 0.2 rad/sec – 20 rad/sec. While the frequency sweep was executed by the primary input of interest, the secondary inputs were kept uncorrelated to maintain the vehicle near the reference operating point. A systematic selection procedure of the model structure for the parameterized transfer-function model and the state-space model was employed, with emphasis on the selection of stability and control derivatives included in the parameterized state-space model. The extraction of the vehicle’s transfer-function model involved the determination of the structure and order of the parameterized model, and the determination of the values of the model parameters using an optimization algorithm. The optimization algorithm was based on an iterative robust secant algorithm that reduced the phase and magnitude error between the state space model and the flight data frequency responses, the iteration was executed until the average of the selected frequency responses cost functions were minimized. Similarly, the parametric state-space model extraction involved an iterative procedure until the most suitable stability and control derivatives of the state-space model were selected based on the three accuracy metrics namely: frequency responses cost functions; percentage of the Cramér–Rao (CR) bound for each parameter; percentage of the insensitivity of each parameter with respect to the cost function. The model of the quadrotor extracted possesses an excellent average cost functions value of 21 and produced physically reasonable values for the stability derivatives. Similarly, the MIMO model shows a reasonable agreement between the on-axis state-space model and the transfer-functions control and damping derivatives.
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