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Abstract— Electricity is a naturally occurring force that exists all around us. Its necessity is increasing day by day because of supply quality electrical power continuously for business, industrial and also residential usage. It might result in discomfort to many residential areas while failure to supply electricity and will result in loss of productivity by discontinuing the supply of business and industrial areas. It is all about the power supplier to maintain the supply of electricity while occurs disturbances. The main goal of this project is to develop a software module which acts like a protective relay using natural network techniques. To recognize the waveform patterns of impedance in a transmission line, the back-propagation method has been employed by the ANN software module which produces a trip signal if a fault waveform is recognized and no trip signal otherwise. The waveform patterns are generated for unsymmetrical and symmetrical faults that occur on a varied distance in the transmission line. After that the generated waveforms are used as training and testing data for the ANN software. The ANN software is simulated using the neural network toolbox of MATLAB version 2013a.

Index Terms— Artificial Neural Network (ANN), Protective Relay, Transmission Line Faults, Fault Analysis, MATLAB, PSCAD, Network Simulation.

1 INTRODUCTION

The Electricity is a set of physical phenomena associated with the presence and flow of electric charge. Electricity permits the creation and reception of electromagnetic radiation such as radio wave. The movement of electric charge is known as an electric current or supply of electricity. The supply of electricity to users requires a complex network of power system where faults due to natural causes, equipment or operator failure are prevalent. The fault of power system is not only the cause of disconnected supply, but also they can damage the power system equipment and that is costly to replace. It also can create many problems in supplying electricity. It is fortunate that those faults can be isolated and detected earlier before the further damage to the equipment.

2 OVERVIEW OF THE TECHNOLOGY

In the power system network protective relay acts a vital component to protect the transmission line from thermal damages caused by network faults. In this thesis a neural network based protective relay detecting faults in the three phase transmission line is devised. The protective relay recognizes the faults in transmission line by using ANN.

3 BACKGROUND AND MOTIVATION

In most cases power stations are located remote area to keep the carbon emissions away from the residential place. The majority of faults occur in transmission lines. When the current rises above the normal operating current and voltage. This causes thermal damage to electrical components. To reduce the adverse effects of faults, protective relays are included as part of a power system. Protective relays detect faults in the power conditions and return the power system to normal operative conditions (Horowitz, 1995) [1]. The relay activates the circuit breaker to isolate the fault after detecting faults in the relay protection zone. When multiple loads are connected, the supply will discontinue until the problem causing the fault is fixed. It is a common practice to use network of power systems where multiple sources are available in connections for multiple loads [2].

3.1 Proposed Block Diagram

![Fig. 1: Block Diagram for ANN based relay](image)

The ANN uses back propagation method to recognize the faults waveform patterns of a transmission line. Figure 1 shows the block diagram of ANN based relay elements.
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3.2 Objectives of the Thesis

The aim of the project is to develop an Artificial Neural Network (ANN) model acting as a protective relay. The input waveforms are generated by PSCAD. The generated waveforms are used as training and testing data for the Artificial Neural Network (ANN) module. The ANN module is simulated by using Neural Network Toolbox of MATLAB.

4 THEORETICAL BACKGROUND

4.1 Artificial Neural Network

Each node has inputs connected to it while weights corresponding to each input. Figure 2 shows Neural Network. Each node only has one output and above neuron is called neuron $i$. It has $j$ inputs $X_j$ and one bias $b$. Each input corresponds to a weight $W_{ij}$, thus there are $j$ weights in the neuron. The output of the neuron $y_i$ is produced by a function of $\text{net}_i$ where

$$Net_i = \sum_j w_{ij}x_i + b$$ (1)

Every neuron can be interconnected to other neurons by using the output of neurons as inputs to other neurons. The interconnection of neurons forms layers of neural network. A neural network consists of three types of layer, input layer, hidden layer, and output layer.

4.2 Protective Relay

The necessity of transmission line is so much important part in power system. In transmission line two types of transmission are used. One is overhead and another is underground. Overhead transmission lines are commonly used. The reason of overhead transmission lines is susceptible to faults caused by short circuits between phases or between phase and ground. In the power system majority of faults occur in the transmission line [4]. In faulty condition current increase above the normal level for that reason thermal damage happened to all electrical equipment. For reducing this type of faults, protective relays are used in power system. It detects an abnormal condition and shutdown the circuit breaker or returns the power system to normal condition. Basically, it actives the CB and isolates the faults. The line disconnected until the problem solve. To reduce blackout, it is helpful to use network of power system where multiple connections are connected with multiple loads [4].

5 SOFTWARE SIMULATION

For thesis simulation MATLAB and PSCAD was used and the software was provided by the university. For generating faults PSCAD and for network simulation MATLAB was used [5].
5.1 PSCAD Software

PSCAD is a general-purpose time domain simulation tool for build, simulate, and modeling of electrical networks. The fault cases occurred in transmission line was simulated by using PSCAD.

By changing the fault type parameter, the fault types were simulated in PSCAD model. The fault inception angles were varied by varying the time to apply fault parameter in the Timed Fault Logic module. The fault location of the transmission line was varied by changing the length parameter. For each time parameter is changed, the TL constants have to be solved and the TL batch has to be saved. In simulating various fault locations, TL batches with length parameters were saved with different Transmission Line. To simulate a fault located within 25 km, Transmission Line batches with length parameter of 25 and 85 were loaded into the circuit diagram [6].

5.2 MATLAB Simulation

MATLAB (matrix laboratory) is a multi-paradigm numerical computing environment and fourth-generation programming language. Although MATLAB is intended primarily for numerical computing, An additional package, Simulink, adds graphical multi-domain simulation and Model-Based Design for dynamic and embedded systems. The MATLAB Version 2013a was used for simulation. The MATLAB codes used are listed below.

6 NETWORK SIMULATION AND RESULT ANALYSIS

6.1 Data Extraction

By using PSCAD, all of faulty data has been stored and the data needed for training. The data in A column, needs to be extracted by MATLAB. The function, written as aeditdata.m does this task. This aeditdata.m function takes the data produced by PSCAD as input value.

6.2 Data Windowing

After files containing (A) data were extracted, they have organized into a data window by samples. The file extracted by function aeditdata.m acts as the input for the function getann.m. The output of getznn.m function is a file containing an Rx20 matrix of data. This file is used as input to the neural network.

6.3 Neural Network Simulation

To train the network, the input file to the neural network needs its output pair. The function aoutp.m examines each row of the input file and write as 0/1 to the output file.

The neural network is trained by using anntrain.m. This function calls Artificial Neural Network functions which included in the MATLAB Neural Network Toolbox. These functions are called as newff.m and train.m. The newff function returns a network object and creates a feedforward network. The train function trains the network created by PSCAD.

After the training has finished, the anntrain.m back to its trained network object. The network then tested by calling asimnver.m function. This function simulates the network by using data file given in the function parameter. Then finally compare the output of the function with the desired output data to get the performance error of the network.

7 EXPERIMENTAL DATA AND RESULT ANALYSIS

After the sampled faulty case collected by running PSCAD, the data were formed into 20-sample data window for network input using MATLAB functions. The fault cases gathered is given here as Fault types of BG, CG, AG, ABG, ACG, BCG, ABC, AB, AC, BC, a Fault inception angles 0°, 30°, 70°, 110°, 150°, 180°, 210°, 250°, 280° and 320°. Fault location measured 1, 15, 25, 35, 45, 55, 65, 75, 85, 95, and 100 km.

7.1 Training Data

From the Figure 5 we can see, some fault types have a similar waveform pattern. Given below are the waveform patterns for various faulty types with constant fault distance of 25 km with the fault inception angle of 0°. The following graph shows the faulted section of the waveform.
7.2 Network Simulation analysis

After training the data, the network architecture then trained it using learning algorithm. The size of the input and output has given already, only the hidden layer size was measured. The training started with higher size of network and then gradually reduced to smaller size if network testing gave satisfactory result.

7.2.1 Network 1 [20 20 10 1]

The first network trained which had two hidden layers of size [20 20 10 1]. The learning rate was 0.7 and momentum was 0.8. The target MSE=0.001. The training algorithm used was Gradient Descent with Momentum (GDM).

The learning curve is shown below in Figure 6.

From the above graph, various types of waveforms with various fault types have been seen.

7.2.2 Network 2 [20 20 10 1]

The second neural network trained which had two hidden layers of size 20 and 10. The learning rate was 0.7 and momentum was 0.8. The MSE was 0.001. The learning method used here was Scaled Conjugate Gradient (SCG). This time the learning curve converged faster. Figure 7 shows the corresponding curve.

7.2.3 Network 3 [20 15 5 1]

The network size was further reduced by reducing the network size [20 15 5 1] in each hidden layer. Third network architecture trained had two hidden layers of size 15 and 5. The learning rate was 0.7 and momentum was 0.8. The learning method used was same as before. The learning curve is shown in the Figure 8.

This time the learning curve converged faster and had better performance.

7.2.4 Network 4 [20 5 1]
Further reducing the hidden layer size to five nodes did not improve the learning rate and the performance. The network of this size cannot map the input from the training data to desired outputs. Figure 9 shows the Learning Curve of Network [20 5 1].

![Fig. 9: Learning Curve of Network [20 5 1]](image)

The network of this size cannot map the input from the training data to desired output.

### 7.3 Simulation Results

All the results of the training and testing are given here for convenience.

<table>
<thead>
<tr>
<th>Network Size</th>
<th>Final MSE</th>
<th>Epoch(s)</th>
<th>Time</th>
<th>Testing Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20 20 10 1]</td>
<td>0.07</td>
<td>401</td>
<td>29</td>
<td>N/A</td>
</tr>
<tr>
<td>[20 20 1]</td>
<td>0.007</td>
<td>1000</td>
<td>126</td>
<td>0.2</td>
</tr>
<tr>
<td>[20 15 5 1]</td>
<td>0.001</td>
<td>159</td>
<td>17</td>
<td>0.02</td>
</tr>
<tr>
<td>[20 5 1]</td>
<td>0.07</td>
<td>100</td>
<td>8</td>
<td>1.659</td>
</tr>
</tbody>
</table>

By analyzing the above data, the network with sizes of [20 20 10 1] and [20 5 1] are either bigger or smaller. Both of them cannot map the training data with output satisfactorily. The smaller network hardly converged anymore when it reached MSE by 0.07, thus the performance of the network suffered greatly with about 9.4%.

The network architecture [20 15 5 1] had better performance and faster convergence. Both networks [20 15 5 1] and [20 15 1] are good choices for the ANN module for training time and performance data. The numbers of errors occur in both networks is insignificant. Calculating the error performance, the [20 15 1] network has advantages of smaller network size and faster training time compared to [20 15 5 1] network. It does not show any evidence of its capability of escaping from local minima value, but one cannot assume that it is not capable of doing that as well. The network [20 15 5 1] is chosen over the network [20 15 1] because of the performance.

### 8 Conclusion

In this project artificial neural network relay performance was tested with various data structures. In performance or simulation, some network showed the faulty condition classify in six (6) and (22) patterns and also describe how to detect it.

### 9 Future Work

In the future, data and function can be improved. It will be added more functionality and data which will tested with more faults and fault off with varying resistance and capacitance. Functional data like faulty location can also include with same network or another network.

### Appendix

MATLAB Coding

```matlab
% MATLAB Coding
aeditdata.m
function aeditdata(fn1)
umline=100;
% fn1 column
% col1head='t';
% col2head='V';
col3head='I';
col4head='Z';
getann.m
[FID,MSG]=fopen(fn1,'rt');
input=fscanf(FID,'%f');
close(FID);
inpCol=20;
A=[];
for i=1:(length(input)-inpCol+1),
  B=double(input(i:i+inpCol-1));
  A=[A;B'];
end

Partial Coding has given above.
```
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