Processing Image by Reordering of Its Patches Using Parallel Approach
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Abstract— It is observed that there is great increase in use of images in all fields. The sources of image may be digital camera, scanned copy of image or from any source. The different source has different formats for image and can introduce some kind of distortion in it. The increase in use of images increases need to develop technology of image recreation of clear image from corrupted one. The same idea is proposed in the paper which introduces new technique to reorder the contents of image to improve image quality. This technique can be applied to images captured from all the sources and also in case where image does not contain many details. One of the major applications of this technique will be in security related applications.

The technique explained in this paper introduces an image processing scheme based on reordering of its patches. For a given corrupted image, the image is divided into set of patches with overlaps and orders them by applying shortest possible path essentially solving travelling salesman problem. The result of ordering is applied to the corrupted image enabling good recovering of the image.

Index Terms— Patch based processing, Travelling salesman problem, Pixel permutation, Denoising, Inpainting.

1 INTRODUCTION

In recent years as the use of images is increased so as techniques to process them. Let this processing be for removing noise or distortions from the image or changing some features of the image. Among these techniques the image processing using local patches has become very popular and was very effective. [1]-[13]. All of them follow the core idea: given the image to be processed, extract all possible patches with overlaps; let the patch size be typically very small (a typical patch size would be 8 X 8 pixels). The processing starts by operating on these patches and making use of interrelations in them.

There are various ways in which interrelations between patches can be used: NL-means algorithm, it takes weighted average of pixels with similar surrounding patches [1], cluster the patches into disjoint sets and treat each set differently [2]-[7], seek a representative dictionary for patches and use it to sparse representation of them [8]-[11], form group of similar patches and apply a sparsifying transform on them [10],[12],[13]. A common thing in all of these methods is that every patch from image may find similar patch extracted elsewhere in the image. Thus believing that they form a high-structured geometrical form in the embedding space they reside in. If we treat these patches jointly, they support the reconstruction process by introducing a non-local force giving good recovery.

In the technique proposed here, all the patches with maximal overlaps are extracted. Their spatial relationship is disregarded and a complete new way for organizing them is found out. The patches are referred as cloud of vectors/points in proposed technique and they are chained in the shortest possible path essentially solving travelling salesman problem. The proposed method works on key assumption that proximity between two patches implies proximity between their center pixels, which helps to maintain good quality of the image. When the image is deteriorated suppose due to noise or containing missing pixels the proposed method suggests a reordering of the corrupted pixels to what should be a regular signal. Thus we can have good recovery of the image by applying relatively simple one dimensional smoothing operation.

The paper is organized into following sections: Section 2 provides an insight into related works carried out in the field of study; proposed work is highlighted in Section 3; working of the system is explained in the section 4. Methodology of the work is elaborated in Section 5. Experimental results are discussed in Section 6 and finally Section 7 sums up the contribution in the current paper with concluding remarks.

2. AN INSIGHT INTO RELATED WORK

Related Work

In image processing much work has been done in patch reordering and various algorithms have been developed for the consideration of the pixels and then visiting nearby pixels. The working principle of all these algorithms is almost same like first extract all possible patches with overlaps; these patches are typically very small compared to the original image size (a typical patch size would be 8 X 8 pixels). The processing itself proceeds by operating on these patches and exploiting interrelations between them. The manipulated patches (or sometimes only their center pixels) are then put back into the image canvas to form the resulting image. There are various ways in which the relations between patches can be taken into account they are explained as follows:

2.1 NL-Means algorithm [2]

In this method the basic working is kept as it is like converting image into patches and then any random pixel is taken into account to start with. Then the similar surrounding patches are considered and their weights are calculated from current considered pixel. This process is repeated for all the similar surrounding patches. Finally their average is calculated and then compared with threshold value and the ordering is decided accordingly.

Drawback - Causes performance issue for large images.
2.3.2 Clustering of patches [3]

In this method the patches with similarities are grouped into so called clusters. These clusters are treated as disjoint sets and then each set is treated differently. The pixels of each cluster are considered and first the complete patch is processed and then the second disjoint set i.e. second cluster of patches is considered and so on till all the image patches are processed. 

Drawback- complex in implementation.

2.3.3 Sparse representation of patches [4]

In this method the basic working is kept as it is like converting image into patches and then any random pixel is taken into account to start with. Then the similar surrounding patches are considered and their weights are calculated from current considered pixel. This process is repeated for all the similar surrounding patches. Finally their average is calculated and then compared with threshold value and the ordering is decided accordingly.

Drawback - Causes performance issue for large images.

2.3.4 Sparsifying global transform [5]

In this method after the image taken as set of patches, a different representation format is used. The patches are represented in the a representative dictionary for the patches and then this representation format is used to sparsely represent them. Then this sparse representation gives then reordering structure.

A common theme to many of these methods is the expectation that every patch taken from the image may find similar ones extracted elsewhere in the image. The image patches are believed to exhibit a highly structured geometrical form in the embedding space they reside in. A joint treatment of these patches supports the reconstruction process by introducing a non-local force, thus enabling better recovery.

2.5 Patch based image processing approach

In this method an image-adaptive wavelet transform is constructed which is tailored to sparsely represent the given image. A plain 1D wavelet transform is used and adapted to the image by operating on a permuted order of the image pixels. The permutation is drawn from a shortest path ordering of the image patches. This way, the patches are leveraged to form a multiscale sparsifying global transform for the image in question.

All the techniques explained here are having patch based approach for processing the image only how they process the patch is differentiates them from each other. Every method is having some advantages as well as disadvantages in accordance with the applications.

They can be compared and summarized as follows:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL-Means algorithm</td>
<td>Takes weighted averaging of pixels increasing complexity.</td>
</tr>
<tr>
<td>Clustering-based denoising</td>
<td>Faces scalability issues.</td>
</tr>
<tr>
<td>sparse model selection</td>
<td>Works efficiently for image with minimum colors</td>
</tr>
<tr>
<td>Sparsity-based via dictionary</td>
<td>Increases complexity by creation of dictionary.</td>
</tr>
<tr>
<td>learning</td>
<td></td>
</tr>
<tr>
<td>Patch based approach</td>
<td>sparse representation increase complexity</td>
</tr>
</tbody>
</table>

3. PROPOSED SYSTEM ARCHITECTURE

The core process of the proposed approach is: for a given corrupted image, its pixels are reordered. Then operations are performed on the new 1D signal using simplified algorithms and the resulting values are repositioned to their locations. Thus reordering the pixels and getting better image. The proposed approach is compared with two very popular algorithms K-SVD algorithm [8] for medium and high noise levels and BM3D algorithm for high noise levels and can see that the proposed approach works better than these two.

Basic steps:

1. Reading image
2. Building Permutation Matrix
3. Distance Measure between patches
4. Measuring Total Variance
5. Searching nearest Neighborhood patches
6. Reconstructing de noised output image
7. Calculating PSNR Value
8. Apply Distance Measure between patches with different Direction.

Comparison of approaches:
Forming patches

For forming patches pixels of very small area are considered. Initially the \( \sqrt{8} \times \sqrt{8} \) pixel patch is considered.

Design Permutation Matrix

Settles with values obtained from suboptimal ordering operation, using patches from the corrupted image. Values are entered by taking help of set \( O \). The permutation matrix \( P \) is applied to input image to reorder the pixels.

Sub image averaging

Need Permutation matrix \( P \) was designed to reorder the signal composed of the middle points in the patches. \( n \) sub images are considered of size \( (N_2 - \sqrt{n} + 1) \times (N_2 - \sqrt{n} + 1) \)

Where \( n \) is the patch size and \( N_1 \times N_2 = N \)

And apply denoising transformations with averaging so that improved denoising results are obtained.

3.1 Mathematical model of proposed approach

Let \( Y \) be an image of size \( N_1 \times N_2 \) where \( N_1, N_2 = N \), and let \( Z \) be a corrupted version of \( Y \), which may be noisy or contain missing pixels.

Also, let \( z \) and \( y \) be the column stacked versions of \( Z \) and \( Y \), respectively. Then it is assumed that the corrupted image satisfies \( z = My + v(1) \) where the \( N \times N \) matrix \( M \) denotes a linear operator which corrupts the data, and \( v \) denotes an additive white Gaussian noise independent of \( y \) with zero mean and variance \( \sigma^2 \). In this work the matrix \( M \) is restricted to represent a point wise operator, covering applications such as denoising and inpainting. The reason for this restriction is the fact that we will be permuting the pixels in the image, and thus spatial operations become far more complex to handle. Our goal is to reconstruct \( y \) from \( z \), and for this permutation matrix \( P \) of size \( N \times N \) is employed. when \( P \) is applied to the target signal \( y \), it produces a smooth signal \( \hat{y} = Py \) We start by applying \( P \) to \( z \) and obtain \( z' = Pz \) and then apply a simple 1D smoothing operator \( H \) on \( z' \), such as 1D interpolation or filtering. Finally, we apply \( P^{-1} \) to the result, and obtain the reconstructed image \( \hat{y} = P^{-1}HPz \). In order to better smooth the recovered image, we use an approach which resembles the cycle spinning method. We randomly construct \( K \) different permutation matrices \( P_k \), utilize each to denoise the image \( z \) using the scheme described above, and average the results. This can be expressed by

\[
\hat{y} = \frac{1}{K} \sum_{k=1}^{K} P^{-1}_k H(P_k Z) \quad \text{where} \quad k = 1 \text{ to } n
\]

3.2 Algorithm of proposed approach

Task: Reorder the image patches \( x_j \).

Parameter: We are given the image patches \( \{X_j\} \) where \( j = 1 \text{ to } n \), the distance function and \( \omega \) which is used in probabilistic part of the algorithm.

Initialization: choose a random index \( j \) and set \( \Omega(1) = \{j\} \)

Main Iteration: Perform the following steps for \( k = 1 \ldots N - 1 \):

1. Set \( \Omega_k \) to be the set of indices of the \( B \times B \) patches around \( X_{\Omega_k} \).
2. \( \Omega_{k+1} \) then set \( \Omega(k+1) = \Omega_k \).
3. Else if \( \Omega_k \) equals 2
4. Find \( X_{j_1} \) the nearest neighbor to \( X_{\Omega_k} \) such that \( j_1 \in \Omega_k \) and \( j_1 \) not \( \Omega_k \).
5. Find \( X_{j_2} \) the second nearest neighbor to \( X_{\Omega_k} \) such that \( j_2 \in \Omega_k \) and \( j_2 \) not \( \Omega_k \).
6. Else if \( \Omega_k \) equals 0
7. Find \( X_{j_1} \) the nearest neighbor to \( X_{\Omega_k} \) such that \( j_1 \) not \( \Omega \).
8. Find \( X_{j_2} \) the nearest neighbor to \( X_{\Omega_k} \) such that \( j_2 \) not \( \Omega \).
9. set \( \Omega(k+1) \) to be: \( \{j_1\} \) with probability \( P_1 \exp[-\omega(x_{\Omega_k}, x_{j_1})/\varepsilon] \)
10. \( \{j_2\} \) with probability \( P_2 = 1 - P_1 \exp[-\omega(x_{\Omega_k}, x_{j_2})/\varepsilon] \)

Output: The set \( \Omega \) holds the proposed ordering.

We can visit patches in proposed approach the immediate pixels which are at the east, west, south and north directions are visited and the process is repeated till we visit all the pixels in the patches.

This can be represented mathematically as:

\[
P_1(e) \propto \exp \left[- \frac{\omega(x_j, x_{j+1})}{\varepsilon} \right] \]
\[
P_1(w) \propto \exp \left[- \frac{\omega(x_j, x_{j-1})}{\varepsilon} \right] \]
\[
P_1(n) \propto \exp \left[- \frac{\omega(x_j, x_{j+1})}{\varepsilon} \right] \]
\[
P_1(s) \propto \exp \left[- \frac{\omega(x_j, x_{j+1})}{\varepsilon} \right] \]

4. Modules
Module 1. The Basic Scheme
1. Take an image of size N.
2. Add some white Gaussian noise (mean = 0, variance = sigma^2) in parallel.
3. Create a permutation matrix of size N that smoothens the distorted image in parallel.
4. Apply 1D smoothing operator (H) like 1D interpolation or filtering in parallel.
5. Apply inverse of permutation matrix to get the reconstructed image.
6. Optimization:- repeat step 5 for k different permutation matrices, denoise, and average the results. (May be in parallel)

Module 2. Building the Permutation Matrix
Let x_i be column stacked version of the √n x √n patch around the location of z_i in Z.
A column stacked version of a matrix means that it's a column vector, which is created by concatenating the columns of this matrix one by one.
1. Find Euclidean Distance (patch x_i, patch x_j)
   A. Proximity between the two patches suggests the proximity between the uncorrupted versions of their center pixels y_i and y_j
   B. Reorder the x_i's to get smooth path
   C. Apply total-variation measure to measure the smoothness of the reordered signal
   D. Apply X^TV measure for smoothness of the path through the points x_i
2. Find the shortest path between set of points x_i using nearest neighbor algorithm (may be in parallel) with suitable probabilities & surrounding square neighborhood with BxB patches.

Module 3. Subimage Averaging:
Extract the √n x √n image patches from the input image
1. Construct a matrix of size (N_1 - √n + 1) x (N_2 - √n + 1) column stacked matrix of all the patches.
   A. From left-most one, scan each patch column by column.
   B. Utilize the permutation matrix pixel associated with middle pixel, constructed in module B.
   C. Reorder any one of the signals located in the rows of column stacked version of a patch.
   D. Apply inverse permutation on the result and obtain the reconstructed subimages.
   E. Reconstruct the image from all the reconstructed subimages by suitable reordering and averaging the different values obtained for each pixel using the diagonal weight matrix.
F. Generate K random matrices and repeat the steps a-d.
Connection to BM3D:
Non-locality is a powerful recent paradigm in Image Processing that was introduced around 2005. Put in simple words, it consists in considering that an "image is a collection of highly redundant patches". In this context, pixels get described by the surrounding patch instead of their sole value), and patch relationships are only deduced from their visual similarity (thus ignoring their spatial relationship).
Non-locality comes in two flavors: exemplar-based or sparsity-based. The most famous example of sparsity based non-local algorithm is BM3D, and it is still considered as a top-ranking denoising algorithm. Collaborative filtering is the name of the BM3D grouping and filtering procedure. It is realized in four steps:
1) Finding the image patches similar to a given image patch and grouping them in a 3D block
2) 3D linear transform of the 3D block;
3) Shrinkage of the transform spectrum coefficients;
4) Inverse 3D transformation. This 3D filter therefore filters out simultaneously all 2D image patches in the 3D block.

Module 4. Image Denoising
We will perform the Perform image denoising using Non-local Means Denoising algorithm with some computational optimizations. Denoising of a color image u=(u1, u2, u3) and a certain patch B = B(p,f) (centered at p and size 2f+1 x 2f+1) writes
\[
\hat{B}(p) = \frac{1}{C} \sum_{Q \in \Theta(p, f)} w(B, Q) \hat{u}_Q
\]
where \(i = 1, 2, 3\), \(B(p, r)\) indicates a neighborhood centered at \(p\) and size \(2r+1 \times 2r+1\) pixels and \(w(B(p,f),B(q,f))\) has the same formulation than in the pixelwise implementation.

In this way, by applying the procedure for all patches in the image, we shall dispose of \(N^2 = (2f+1)^2\) possible estimates for each pixel. These estimates can be finally averaged at each pixel location in order to build the final denoised image.

The main difference of both versions is the gain on PSNR by the patchwise implementation, due to the larger noise reduction of the final aggregation process. Spurious noise oscillations near edges are also reduced by the final aggregation process. However, the overall quality in terms of preservation of details is not improved by the patchwise version.

PARAMETERS
The size of the patch and research window depend on the value of \(c\). When \(c\) increases we need a larger patch to make patch comparison robust enough. At the same time, we need to increase the research window size to increase the noise removal capacity of the algorithm by finding more similar pixels.

The value of the filtering parameter writes \(h = k \sigma\). The value of \(k\) decreases as the size of the patch increases. For larger sizes, the distance of two pure noise patches concentrates more around \(2\sigma^2\) and therefore a smaller value of \(k\) can be used for filtering.

Module 5. Image Inpainting
Preprocessing:
1. Consider a diagonal matrix M of size NxN.
   A. In principal diagonal correspond to existing pixels
   B. 0's in principal diagonal correspond to missing pixels
2. Scan each patch to find the missing pixels.
   A. Set S_i as the indices to missing pixels in the diagonal matrix.
3. Find Euclidean Distance(patch x_i, patch x_j) according to the formula (20).
Algorithm:
1. Calculate the permutation matrix.
2. If there is no sharing of pixels with unvisited patches, choose the next patch to be its nearest spatial neighbor.
3. Apply the obtained matrix to the subimages & observer the permuted vectors containing missing values.
4. Apply the operator H (cubic interpolation) on subimages, to recover missing values.
5. Apply inverse of permutation matrix on resulting vectors and obtain the estimated subimages.
6. Calculate the final estimate from these subimages using formula (7).
6. RESULTS & DISCUSSION

<table>
<thead>
<tr>
<th>Image</th>
<th>Method</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>Tri cubic</td>
<td>30.25</td>
</tr>
<tr>
<td></td>
<td>DCT</td>
<td>29.97</td>
</tr>
<tr>
<td></td>
<td>Base paper iter1</td>
<td>30.25</td>
</tr>
<tr>
<td></td>
<td>Base paper iter2</td>
<td>31.8</td>
</tr>
<tr>
<td></td>
<td>Base paper iter3</td>
<td>31.96</td>
</tr>
<tr>
<td></td>
<td>Proposed sys iter1</td>
<td>30.15</td>
</tr>
<tr>
<td></td>
<td>Proposed sys iter2</td>
<td>31.96</td>
</tr>
<tr>
<td></td>
<td>Proposed sys iter3</td>
<td>32.10</td>
</tr>
<tr>
<td>Barbara</td>
<td>Tri cubic</td>
<td>22.88</td>
</tr>
<tr>
<td></td>
<td>DCT</td>
<td>27.15</td>
</tr>
<tr>
<td></td>
<td>Base paper iter1</td>
<td>27.56</td>
</tr>
<tr>
<td></td>
<td>Base paper iter2</td>
<td>29.34</td>
</tr>
<tr>
<td></td>
<td>Base paper iter3</td>
<td>29.71</td>
</tr>
<tr>
<td></td>
<td>Proposed sys iter1</td>
<td>27.50</td>
</tr>
<tr>
<td></td>
<td>Proposed sys iter2</td>
<td>29.50</td>
</tr>
<tr>
<td></td>
<td>Proposed sys iter3</td>
<td>29.91</td>
</tr>
<tr>
<td>House</td>
<td>Tri cubic</td>
<td>29.21</td>
</tr>
<tr>
<td></td>
<td>DCT</td>
<td>29.69</td>
</tr>
<tr>
<td></td>
<td>Base paper iter1</td>
<td>29.83</td>
</tr>
<tr>
<td></td>
<td>Base paper iter2</td>
<td>32.1</td>
</tr>
<tr>
<td></td>
<td>Base paper iter3</td>
<td>32.71</td>
</tr>
<tr>
<td></td>
<td>Proposed sys iter1</td>
<td>29.90</td>
</tr>
<tr>
<td></td>
<td>Proposed sys iter2</td>
<td>32.90</td>
</tr>
<tr>
<td></td>
<td>Proposed sys iter3</td>
<td>33.10</td>
</tr>
</tbody>
</table>

Following table shows Inpainting results (PSNR in db) of corrupted versions of the images of Lena, Barbara and House with 80 percent of their pixels missing obtained using triangle based cubic interpolation (tri. Cubic) over complete DCT dictionary 1 and 3 iterations of proposed scheme. For each image best result is highlighted.
The PSNR values per iteration are:

<table>
<thead>
<tr>
<th>Image</th>
<th>Method</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Time image taken with mobile (blur image)</td>
<td>Proposed method iter 1</td>
<td>34.90</td>
</tr>
<tr>
<td></td>
<td>Proposed method iter 2</td>
<td>35.10</td>
</tr>
<tr>
<td></td>
<td>Proposed method iter 3</td>
<td>36.20</td>
</tr>
</tbody>
</table>

**CONCLUSION**

A new image processing scheme is proposed here which is based on smooth 1D ordering of the pixels in the given image. Using a carefully designed permutation matrices and simple and intuitive 1D operations such as linear filtering and interpolation, the proposed scheme can be used for image denoising and inpainting, with better performance and results.
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