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Abstract—In this paper we have developed a Stateless receiver based multicast protocol that uses a list of multicast members’ addresses embedded in packet headers so that individual nodes do not have to maintain state information hence enabling receivers to decide the most efficient way to forward the multicast traffic. Multicast routing protocols depend on a priori creation where the state information is maintained by the individual nodes in the network. The maintenance of state information adds a lot of memory overhead and adds a large amount of communication between the nodes in dynamic networks with bursty traffic. The Receiver-Based Multicast uses the geographic locations of the nodes so that the need for costly state maintenance is removed and making it suitable for dynamic networks. A path diversity scheme is implemented for the networks where there are two channels between two nodes and when the first channel process is a failure channel one will send information to channel two and hence data transmission will occur through channel two and hence the overall delay is reduced.
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1 INTRODUCTION

There are several applications that require delivery of data to multiple destination nodes to manage and reduce traffic. These networks are usually dynamic where the nodes are not stationary and thus providing robust multicast routing in these networks is challenging. In some of the wireless multicast applications the source and intermediate nodes are not stationary and the multicast recipients and the destination nodes are fixed and known priori by the nodes in the network. In other multicast applications, all nodes and the destinations are also mobile. The locations of the multicast destination nodes must be known by the source nodes in order to support any type of multicast applications. Thus a service discovery protocol can be used which is independent of the routing protocol which updates the source with the current locations of sink nodes.

RBMulticast a stateless cross-layer multicast protocol where packet routing, splitting of packets into multiple routes and the access of individual nodes rely on the destination nodes location[1]. This includes a list of multicast members’ locations within the packet header which prevents the overhead of building a multicast tree at the intermediate nodes because all the information is included in the packet header which and thus does not require any state information or any priori operations. Thus it is suitable for dynamic networks because it does not require any tree creation or neighbour maintenance. The receiver-based protocol, which means the potential receivers decide the relay node of a packet transmission and thus do not require routing tables and uses the current spatiotemporal neighbourhood for packet transmission. The RBMulticast uses “virtual node” and “multicast region” for forwarding packets to the nodes closer to the destination multicast members and determine when packets should be split into separate routes. The total number of hops that packets travel to reach their destination is an important performance metric for routing protocols, as it provides an indication of bandwidth usage and of the energy efficiency of the protocol. In this paper, we derive a mathematical model for the lower and upper bounds on average hop count realized by RBMulticast given the network parameters: target area, node density, duty cycle of the nodes, number of multicast members, and the communication range.

RBMulticast is lightweight and robust, making it ideally suited for multicast applications in ad hoc networks such as WSNs and mobile ad hoc networks (MANETs). RBMulticast differs from previous location-based approaches in that it is completely stateless and hence no costly state maintenance is required. The state maintenance of conventional multicast protocols requires extra traffic to keep the state information up to date, as well as requiring processing of the state information communicated and storage of this state information. On the other hand, in RBMulticast, only the node’s own location and the location of the multicast members are needed for multicast packet routing.

2. RELATED WORK
Existing multicast protocols for WSNs and MANETs generally use a tree to connect the multicast members [4],[5],[6],[7],[8],[9]. For example, the Takahashi-Matsuyama heuristic can be used to incrementally build a Steiner tree for multicast routing [10],[11]. Additionally, multicast algorithms rely on routing tables maintained at intermediate nodes for building and maintaining the multicast tree [12],[13]. In location-based approaches to multicast routing [14],[15],[16], nodes obtain location information by default as an application requirement (e.g., a home fire detection sensor would know where it is located) or as provided by a system module (e.g., GPS or a location-finding service). If location information is known, multicast routing is possible based solely on location information without building any external tree structure. For example, PBM [16] weighs the number of next-hop neighbour nodes and total geographic distance from the current node to all destination nodes and compares this to a predefined threshold to decide whether the packet should be split. PBM is a generalization of Greedy-Face-Greedy (GFG) [18] routing to operate over multiple destinations. GMR [17] selects neighbours based on a, cost over progress framework integrated with greedy neighbour selection. Geocast [20] delivers multicast packets by restricted flooding. Nodes forward multicast packets only if they are in the forwarding zone calculated at runtime from global knowledge of location information. RBMulticast differs from previous location-based approaches as it is completely stateless and hence cost effective. The state maintenance of conventional multicast protocols requires extra traffic to keep state information up to date, as well as requiring processing, storing and communicating state information. On the other hand, in RBMulticast, only the node's own location and the location of the multicast members are needed for multicast packet routing. Receiver-based communication is an opportunistic way of thinking about protocol design in that decisions are not required to be made at the sender side but instead are made at the receiver side. For example, a source node in ExOR [21] broadcasts packets that include a potential forwarders' list inside the header, and these potential forwarders contend to forward the packet through the use of different backoff times, which depend on the network distance to the destination. A source node in XLM [2] broadcasts packets with the destination's geographic location in the header, and every receiver contends to forward the packet through the use of different backoff times, which depend on the geographic destination. SOAR [19] uses the same idea, but in addition supports multiple paths for strategically selecting relay nodes. In other words, in receiver-based routing, decision making is deferred to the possible receivers, who make decisions in a distributed manner.

3. PROTOCOL DESCRIPTION

RBMulticast is a receiver-based cross-layer protocol that performs multicast routing based on receiver-based geographic unicast protocols such as XLM [2]. The receiver based unicast only needs the sender node's location and the final destination node's location, which are provided in the MAC packet, to decide the next hop along the route. We assume that the "void" (hole) problem in geographic routing is solved implicitly, for example, using the right handed rule as in GPSR [20]. We assume that the multicast members are stationary, such as multiple stationary sinks in WSNs or stationary roadside access points in vehicular ad hoc networks. The intermediate nodes can be either static or mobile. Although mobile intermediate nodes result in route breaks in conventional multicast protocols, since no multicast tree or mesh is used in RBMulticast, mobile intermediate nodes are supported at no additional cost in RBMulticast.

4. RBMULTICAST OVERVIEW

In RBMulticast the nodes create “multicast regions” which is centered around themselves. A quadrants approach is used due to its simplicity and good performance and thus each multicast region would correspond to one quadrant of the network, for a grid centred at the node. When a user initiates a request to send (RTS) a packet to a multicast group, the data gets passed down to the RBMulticast module in the protocol stack. Once the RBMulticast module gets this packet, the group list is retrieved from the group table and the group nodes would be assigned to the multicast regions depending on the locations and the virtual node is calculated for each multicast region. RBMulticast replicates the packet for each multicast region that contains one or more multicast members and appends a header consisting of a list of destination nodes (multicast members) in that region, Time to Live (TTL) value, and a checksum value. The destination of a replicated packet is the “virtual node” of the corresponding multicast region, which can be determined in several ways as the geometric mean of the locations of all the multicast members in that multicast region.

In the end, all packets for all multicast regions are inserted in the MAC queue, and are then broadcasted to the neighbourhood. The node closest to the virtual node will take responsibility for forwarding the packet. The procedure for transmitting packets is summarized in pseudocode in Algorithm 1.

Algorithm 1. RBMulticast Send
Require: Packet output from upper layer
Ensure: Packets inserted to MAC queue
1: Get group list N from group table
2: for node n in group list N do
3:     for multicast region r in 4 quadrants regions R do
4:         if n 2 r then
5:             Add n into r:list
6:         end if
7:     end for
8: end for
9: for r 2 R do
10:   if r:list is non-empty then
11:       Duplicate a new packet p
12:   Add RBMulticast header (TTL, checksum, r.list) to p
13:   Insert p to MAC queue
14: end if
15: end for

When a node receives a multicast packet, RBMulticast first examines the checksum in the packet header, and drops the packet if any corruption exists in the packet. It also drops the packet if it is not in the forwarding zone. The forwarding zone is the area...
within the radio range of the sender that has a smaller distance to the destination than the sender-destination distance.

After a node receives a multicast packet, it then retrieves the destination node list from the RBMulticast packet header. If this node is inside the destination list, it removes itself from the list and passes a copy of the packet to the upper layers in the protocol stack. RBMulticast then checks the TTL value and drops the packet if the TTL is lower than 0. Finally, if there still remain nodes in the destination list, multicast regions and virtual nodes are recalculated, and new packets are generated if required. The packets (one per multicast region that contains multicast members) are then inserted in the MAC queue for transmission. The procedure executed after receiving packets is summarized in pseudocode in Algorithm 2.

Algorithm 2. RBMulticast Receiver
Require: Packet input from lower layer
Ensure: Forwarded packets inserted to MAC queue
1: Calculate checksum. Drop packet if error detected
2: Drop packet if not in Forwarding zone
3: Get destination list D from packet header
4: for node d in destination list D do
5: if I am d then
6: Duplicate the packet and input to upper layer
7: Remove d from list D
8: end if
9: end for
10: if TTL in header ≥ 0 then
11: Drop the packet
12: return
13: end if
14: for d ∈ D do
15: for multicast region r in 4 quadrants regions R do
16: if d ∈ r then
17: Add d into r:list
18: end if
19: end for
20: end for
21: for r ∈ R do
22: if r:list is non-empty then
23: Duplicate a new packet p
24: Add RBMulticast header (TTL - 1, checksum; r:list) to p
25: Insert p to MAC queue
26: end if
27: end for

Fig. 1 gives an example of how RBMulticast is employed. There are two multicast regions, the southwest and northwest quadrants, contain only one multicast member each, and thus packet is sent directly to these multicast destinations.

Fig. 1. Example showing how RBMulticast delivers multicast packets. The source node is the square node. Multicast members are shaded circles, and virtual nodes are dotted circles.

A. Multicast Regions
Once a node receives a multicast packet (from the application layer or from a previous hop node), it divides the network into multicast regions, and it will split off a copy of the packet to each region that contains one or more multicast members. We show two possible divisions of the network into multicast regions in Figs. 2a and 2b. There is no method that is clearly best. Influencing factors include the sink node locations and how the relay nodes are distributed. For the quadrants approach, the multicast region decision only needs two comparisons (X and Y axes) for each multicast member and is extremely fast. We believe that it is preferable for systems with low computational capacity such as wireless sensor nodes.

Fig. 2. Two possible ways to divide the space into multicast regions: (a) dividing the space into four quadrants and (b) dividing the space into three 120-degree regions.

B. Packet Splitting
In Algorithms 1 and 2, we describe the RBMulticast method that splits packets at relay nodes for which the multicast destinations reside in different regions. This method is used in the protocol description due to its simplicity. In a variation of this method, namely, RBM-V, the packets are instead split off at the neighbour nodes of the virtual node, which delays splitting the packets compared to the former method. Hence, in RBM-V, certain packets need to travel backward after splitting, which may increase the total hop count.
C. Virtual Node

In RBMulticast, because we assume no knowledge of neighbour nodes and no routing tables, we assign a "virtual node" located at the geographic mean of the multicast members for each multicast region. This virtual node is used as an imaginary destination for the multicast packet in that region. The virtual nodes are not necessarily reachable or even physically exist as illustrated in Fig. 1. The idea behind this is that even if a virtual node does not exist, we can still find a route using the assumed receiver-based MAC protocol to get the packet closer to the location of the virtual node. On the other hand, when using the nearest multicast node as the destination, all node addresses physically exist and virtual nodes are not necessary.

D. RBMulticast Header

The goal of a stateless approach is to keep intermediate nodes from having to store any data for routing and medium access. This is possible only if all information required to multicast a packet is carried along with the packet. The question is how much information the multicast packet needs to carry for successful delivery to all multicast members. Fig. 3 shows the structure of an RBMulticast header. The first byte Protocol ID is for protocol identity in the protocol stack [24]. TTL provides a maximum time, in hop number, that a packet should last in the network. Type Of Service (TOS) indicates four kinds of packets in RBMulticast, which are “data,” “join,” “leave,” and “update” packets. The update packets are used in group management and periodic group list updates. Destination List Length (DLL) indicates how many nodes are in the node list, and thus will determine the length of the header.

The RBMulticast header size is not fixed since the destination list length is variable. Source Address is the address of the source node, which equals the RBMulticast group ID of this packet, and Destination List Address stores the locations of the DLL destination nodes. The RBMulticast group ID is not actually needed in this protocol since all the multicast members are included in the packet header. Because we assume a receiver-based MAC layer, the next hop is determined by a joint decision among potential receivers. Hence, the RBMulticast header does not need to carry any state for routing the packet. However, we still need to decide when the packet must be split off to different destinations. This is usually implied by tree branches in treebased multicast approaches. Because of the location information assumption, we can use multicast regions to decide when packets must be split off without any tree structure.

A packet will be split off to each multicast region if multicast members exist in these regions. Therefore, a destination list is the only requirement for multicast packet delivery; this destination list must be carried inside the packet header. As with any multicast protocol that uses a destination list, the packet header length will increase linearly with the number of destination nodes. The maximum number of multicast members allowed in a group is restricted by the packet size.

E. Group Management

RBMulticast supports multicast group management where nodes can join or leave any multicast group. Some nodes manage the multicast groups and act as the group heads. Nodes join and leave a group by sending “join” and “leave” packets to the group head. Join and leave packets are multicast packets with destination lists that contain only the group head address. RBMulticast supports Many-to-Many multicast mode, and thus every node in a multicast group can multicast packets to all other nodes in the same group. The extra burden is that the node must maintain group node lists for groups it has joined. In the case of nodes joining or leaving, the group head must send “update” packets including a list of its updated multicast group members to all group nodes. Nodes send “join” packets periodically to the group head, and nodes that die without sending “leave” packets are removed from the list after a time-out period. Thus the group leaders information have to be maintained.

5. PATH DIVERSITY

Path diversity allows CUs to switch dynamically among different paths for communicating with each other in presence of space-domain-dependent PU activity. Figure 1a shows how the PU activity can affect a routing process whenever it varies in space domain. Here, CUB and CUC are under the transmission range of two different PUs. By exploiting the path diversity, CUA can reach CUD through the optimal path CUA →CUB →CUD (when PU2 is not active); or the sub-optimal path CUA →UC →CUD (when PU2 is active but PU3 is not), without the need of a new route discovery process.

![Fig. 4. Path Diversity](image-url)
There are two channels between two nodes and if the first channel process is failure channel 1 will send information to channel 2 and the second channel will get allocated. The usage of which channel will be displayed in the dialog box. So the end-to-end delay is reduced and the packets are delivered efficiently.

6. SIMULATION RESULTS

The usage of path diversity in the network reduces the end to end delay. The two channels between the nodes help in transmitting the data to the receiver in a more efficient way and thus the overall delay is reduced to a large extent.

The packet delivery ratio is increased due to the use of two channels and the information is sent with the packet headers and the states are not maintained by the nodes in the network.

The control overhead is decreased to a large extent because the state information is not maintained by the individual nodes thus a large amount of communication overhead is decreased.

The multicast regions are divided into quadrants and thus the channel display is given in the dialog box, the either of the channel is chosen when one channel is a failure.
7. CONCLUSION

The stateless multicast protocol does require any priori tree creation and the intermediate nodes do not maintain any state information in which lot of memory is needed and thus there is a large number of control overhead and the increase in communication overhead between the nodes, this can be overcome by this protocol and the results are simulated. The path diversity between the nodes decrease the end to end delay in the network and thus increases the packet delivery ratio.

The channel usage is done automatically when one channel fails and the transmission occurs through the other channel and thus the failed channel is reset and can be used for other transmission. Thus further enhancements can be done and the simulation results can be obtained.
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