Non-local Solution of Mixed Integral Equation in Position and Time with Singular Kernel
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In this paper, we consider the nonlocal Fredholm-Volterra integral equation of the second kind, with discontinuous kernel. The existence and uniqueness of the solution is considered. Then, the Toeplitz matrix method (TMM) is used to obtain a nonlocal algebraic system, where the existence and uniqueness solution of the nonlocal algebraic system, can be discussed. The algebraic system is computed numerically, when the historical memory of the problem (nonlocal function) takes three cases: when there is no memory, when the memory is linear and when the memory is nonlinear. Moreover, the estimate error, in each method and each case, is computed. Here, we deduce that, the error in the absence of memory is larger than in the linear memory. Moreover, the error of the nonlinear memory is larger than the linear memory.
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1. Introduction:

Many problems in mathematical physics, contact problems in the theory of elasticity and mixed boundary value problems in mathematical physics are transformed into integral equations of linear and nonlinear cases. The books edited by Green [1], Hochstadt [2], Kanwal [3] and Schiavone et al. [4] contained many different methods to solve the linear integral equation analytically. At the same time, the sense of numerical methods takes an important place in solving the linear integral equations. More information for the numerical methods can be found in Linz [5], Golberg [6], Delves and Mohamed [7], Atkinson [8]. The F-VIE of the first kind in one, two and three dimensions is considered in [9]. In [10-13] the authors consider many numerical methods to solve the integral equations. In all previous work, the nonlocal term (historical memory of the problem) is considered equal zero.

Consider the nonlocal MIE of the second kind

\[ \mu \phi(x,t) = f(x,y) - H(x,t,\phi(x,t)) + \lambda \int_{-1}^{1} k(|x-y|)\phi(y,t)dy + \lambda \int_{0}^{\tau} F(t-\tau)\phi(x,\tau)d\tau. \] (1.1)
The given two continuous function \( f(x,y) \) and \( H(x,t,\phi(x,t)) \) define in the Banach space \( L_2[-1,1] \times C[0,T], 0 \leq t \leq T < 1 \), where the first function is called the free term and the second function is known as the memory of the integral equation. The known functions \( k(|x-y|) \) and \( F(|t-\tau|) \) represent the kernels of Fredholm and Volterra integral terms, respectively. The unknown function \( \phi(x,t) \) represents the solution of (1.1). The constant \( \lambda \) may be complex, has a physical meaning and \( \mu \) defines the kind of integral equation. In this chapter, we will prove the existence of unique solution of the nonlocal MIE (1.1), under certain conditions, using Banach fixed-point theorem. Moreover, an suitable quadratic numerical method is used to reduce the mixed integral equation into nonlocal SFIEs of the second kind. Then using the TMM, as a suitable numerical method to solve the singular integral equation, the nonlocal SFIEs will reduce to the nonlocal algebraic system. Finally, many numerical results are calculated when the kernel takes a logarithmic form and Carleman function forms and the nonlocal function takes two forms: linear and nonlinear. Moreover, the estimate error, in each method, in each case, is computed.

2. The existence and uniqueness of solution

Throughout this section, the existence and uniqueness solution of Eq.(1.1) will be discussed and proved in the space \( L_2[-1,1] \times C[0,T], T < 1 \), using Banach fixed point theorem. For this, write Eq.(1.1) in the integral operator form

\[
\begin{align*}
T(\phi(x,t)) &= \frac{1}{\mu} [T_1(\phi(x,t)) + \lambda T_2(\phi(x,t))] + \lambda T_3(\phi(x,t)), \quad (2.1) \\
T_1(\phi(x,t)) &= -H(x,t,\phi(x,t)). \\
T_2(\phi(x,t)) &= f(x,t) + \int_{-1}^{1} k(|x-y|) \phi(y,t) dy. \\
T_3(\phi(x,t)) &= \int_{0}^{1} F(|t-\tau|) \phi(x,\tau) d\tau.
\end{align*}
\]

In addition, we assume the following conditions:
(i) The given function $H(x,t,\phi(x,t))$ with its partial derivatives with respect to position and time is continuous in the space $L_2[\Omega] \times C[0,T]$, for the constant $L > L_1$ and $L > L_2$ satisfies the following conditions:

\[ |H(x,t,\phi(x,t))| \leq L_1 |\phi(x,t)| \quad (i-a) \]

\[ |H(x,t,\phi(x,t)) - H(x,t,\psi(x,t))| \leq L_2 |\phi(x,t) - \psi(x,t)| \quad (i-b) \]

Where the norm is defined as

\[ \|\phi(x,t)\| = \max_{0 \leq a \leq T} \left[ \int_{x \in \Omega} |\phi(x,\tau)|^2 \, dx \right]^{1/2} \, d\tau. \]

(ii) The Fredholm kernel satisfies

\[ \left[ \int_{x \in \Omega} \int_{y \in \Omega} |k(x-y)|^2 \, dy \, dx \right] = M^2, \quad (M \text{ is a constant}). \]

(iii) The discontinuous function $F(t - \tau)$ is absolutely integrable with respect to $\tau$ for all $0 \leq t \leq T < 1$, and satisfies

\[ \int_0^{T} F(t - \tau) \, d\tau = S, \quad (S \text{ is constant}). \]

(iv) The given function $f(x,t)$ with its partial derivatives with respect to position $x$ and time $t$ are continuous in the space $L_2[-1,1] \times C[0,T]$ and its norm is defined as

\[ \|f(x,t)\| = \max_{0 \leq \alpha \leq T} \left[ \int_{x \in [-1,1]} |f(x,\tau)|^2 \, dx \right]^{1/2} \, d\tau = V = \text{constant}. \]

**Theorem 1:** If the conditions (i) – (iv) are satisfied, then Eq. (1.1) has a unique solution $\phi(x,t)$ in the space $L_2[-1,1] \times C[0,T]$ inside the sphere of radius $\rho$ such that:

\[ \rho = V \mu \left( L + |\lambda|M + |\lambda| TS \right). \quad (L + |\lambda|M + |\lambda| TS) < \mu. \]

The proof of this theorem depends on the following lemmas.

**Lemma 1:** Suppose that, the conditions (i-a) and (ii) - (iv) are verified, then the operator $T$ defined by Eq. (2.1) maps the space $L_2[-1,1] \times C[0,T]$ into itself.

**Proof:** In the light of Eq. (2.1), the normality of the integral operator $T$ after using the conditions (i-a) and (iv) and applying Cauchy Schwarz inequality, yields
\[ |\mu||T\varphi| \leq V + L_{\varphi}||\varphi|| + |\lambda| \left( \int |k(|x-y|)|^2 dy \right)^{1/2} \left( \int |\varphi(y,t)|^2 dy \right)^{1/2} + |\lambda| \left[ \int_{0}^{\infty} \int \left| F(t-\tau) \right||\varphi(x,\tau)| d\tau \right]. \]

Using condition (ii)-(iii) and the definition of the norm in the Banach space \( L_{2}[-1,1] \times C[0,T] \), we get

\[ \|T\varphi\| \leq \frac{V}{|\mu|} + \alpha \|\varphi\|, \quad \alpha = \left( 1 + |\lambda| M + |\lambda| TS \right)/|\mu|, \quad \max_{\text{w.r.t.}} \|f\| = T. \quad (2.2) \]

The last inequality shows that, the operator \( T \) maps the ball \( B_{\rho} \subset L_{2}[-1,1] \times C[0,T] \) into itself where \( \rho = V/\left( |\mu| - \left( 1 + |\lambda| M + |\lambda| TS \right) \right) \). Since \( \rho > 0, V > 0 \), therefore, we have \( \alpha < 1 \); also, the inequality (2.2) involves the boundedness of the operator \( T \).

\textbf{Lemma 2:} Suppose that, the conditions (i-b)-(iii) are verified, then the operator \( T \) defined by Eq. (4.2.1) is a contraction operator in the space \( L_{2}[-1,1] \times C[0,T] \).

\textbf{Proof:} For the two functions \( \varphi(x,t) \) and \( \psi(x,t) \) in the space \( L_{2}[-1,1] \times C[0,T] \), the formula (2.1) leads to

\[ \|T\varphi - T\psi\| \leq \left[ H(x,t,\varphi(x,t)) - H(x,t,\psi(x,t)) \right] + |\lambda| \left( \int |k(|x-y|)||\varphi(y,t) - \psi(y,t)| dy \right) + |\lambda| \left[ \int_{0}^{\infty} \int \left| F(t-\tau) \right||\varphi(x,\tau) - \psi(x,\tau)| d\tau \right]. \quad (2.3) \]

After applying Cauchy Schwarz inequality and using conditions (i-b)-(iii), the above inequality becomes

\[ \|T\varphi - T\psi\| \leq \alpha \|\phi - \psi\|, \quad \alpha = \left( 1 + |\lambda| M + |\lambda| TS \right)/|\mu|. \quad (2.4) \]

Inequality (2.4) shows that, the operator \( T \) is continuous in the space \( L_{2}[-1,1] \times C[0,T] \), and then \( T \) is a contraction operator under the condition \( \alpha < 1 \).

Finally, from the previous lemmas 1,2 we deduce that the operator \( T \) is contractive in \( L_{2}[-1,1] \times C[0,T] \). Therefore, from Banach fixed point theorem, \( T \) has a unique fixed point \( \varphi(x,t) \in L_{2}[-1,1] \times C[0,T] \) which is the unique solution of (1.1).
3 System of nonlocal Fredholm integral equations

In this section, a quadratic numerical method is used; see Delves and Mohamed [7] and Atkinson [8], to obtain \textbf{nonlocal SFIEs} of the second kind, where the existence and uniqueness of the integral system are considered. Moreover, the equivalence between the nonlocal \textbf{F-VIE} and the nonlocal \textbf{SFIEs} is obtained.

For this, we divide the interval \([0, T]\) into \(s\) subintervals, by means of the points \(0 = t_0 < t_1 < ... < t_m = T\), where \(t = t_i, \tau = t_j, i, j = 0, 1, 2, ..., s\), then using the quadrature formula. The formula (4.1.1) can be adapted in the following form

\[
\mu_i \phi_i(x) = f_i(x) - H_i(x, \phi_i(x)) + \lambda \sum_{j=0}^{s} \omega_j F_{i,j} \phi_j(x) + \lambda \int |x - y| \phi_j(y) dy, \quad i = 0, 1, 2, ..., s. \quad (3.1)
\]

Here, we used the following nations:

\[
\phi(x, t_i) = \phi(x), \quad H(x, t_i, \phi(x, t_i)) = H_i(x, \phi(x)); \quad F(t_i - t_j) = F_{i,j}; \quad \mu_j = (\mu - \omega_j F_{i,j}), f(x, t_i) = f_i(x);
\]

\[
\omega_j = \begin{cases} h_j / 2 & j = 0, \quad j = i \\ h_j & 0 < j < i. \end{cases}
\]

Here, \(h_i = \max (t_{i+1} - t_i), h_i\) is the step size of integration, and \(\omega_j\) are the weights.

The value of \(i\) and \(p\) depend on the number of derivative of \(F(t - \tau)\) with respect to \(t\) for all \(\tau \in [0, T]\). Here, we neglect the term of the error of the quadratic numerical method \(O\left(h_i^{p+1}\right)\).

The formula (3.1) represents a system of \((s + 1)\) \textbf{nonlocal SFIEs} and its solution depends on the given function \(f_i(x)\), the kind of the kernel \(k(|x - y|)\) and the degree of the function \(H_i(x, \phi(x))\).

If in (4.3.1) \(\mu = \omega_j F_{i,j}\), we have homogeneous \textbf{nonlocal SFIEs}. While, the system is nonhomogeneous if \(\mu_i = (\mu - \omega_j F_{i,j}) \neq 0\).

\textbf{Definition 1:} The estimate error \(R_{m,j}\), of the quadratic method, is determined by the relation
\[ R_{m,i} = \left| \int_0^1 F \left( t_i - t_j \right) \phi(x, \tau) d\tau - \sum_{j=0}^{i-1} \omega_j F_{i,j} \phi_j(x) \right|, \quad i = 1, 2, \ldots, s \]  

Remark 1: Consider \( \Phi(x) = \{ \phi_i(x), \phi(x), \ldots, \phi(x), \ldots \} \) be the set of all continuous functions in \( E \), where \( \phi_i(x) \in L_2[-1,1] \) for all \( i \), and define on \( E \) the norm by

\[ \| \phi \|_E = \max_j \left[ \int_1^1 \left| \phi_j(x) \right|^2 dx \right]^{1/2} = \max_i \| \phi_i \|_{L_2[-1,1]}, \forall i. \]  

Then, \( E \) is a Banach space.  

*The existence of a unique solution of the nonlocal SFIEs*  

In order to guarantee the existence of a unique solution of (3.1) in the Banach space \( E \), we assume the following condition in addition to condition (ii) of theorem 1:

1. \( \max_i \sum_{j=0}^{i-1} \left| \omega_j F_{i,j} \right| \leq S^* \),  
2. \( \| f \|_E = \max_i \| f_i \| = V^* \), \( \forall i \).  

3. The functions \( H_i(x, \phi_i(x)) \), for the constants \( L^* > L_1^* \) and \( L^* > L_2^* \) satisfies the following conditions:

\[ |H_i(x, \phi_i(x))| \leq L_1^* |\phi_i(x)|, \quad |H_i(x, \phi_i(x)) - H_i(x, \psi_i(x))| \leq L_2^* |\phi_i(x) - \psi_i(x)|. \]  

Theorem 2 (without proof): The nonlocal SFIEs (3.1) has a unique solution \( \phi(x) \) in the Banach space \( E \) under the conditions:

\[ |\mu^*| \leq \left( L^* + |\lambda| S^* + |\lambda|M \right); \quad \mu^* = \min_i |\mu_i|. \]  

Also, when \( s \to \infty \), then \( \sum_{j=0}^{i-1} \omega_j F_{i,j} \phi_j(x) \to \int_0^1 F \left( t_i - t_j \right) \phi(x, \tau) d\tau \). Thus, the solution of the nonlocal SFIEs (3.1) becomes the solution of the nonlocal MIE (1.1).
Theorem 3 (without proof): If the conditions of theorem 2 are satisfied then, the sequence of functions \( \Phi_s = \{ (\phi_i(x)) \} \) of (3.1) convergence uniformly to the solution \( \Phi = \{ \phi_i(x) \} \) of (1.1) in the Banach space \( E \).

4 The Toeplitz matrix method

Here, we present the TMM to obtain the numerical solution of nonlocal SFIEs (3.1) of the second kind with singular kernel. The idea of this method is to obtain a system of \((2N + 1)\) nonlocal AS, where \((2N + 1)\) is the number of the using discrete point.

For this, and in view of chapter zero, Eq. (3.1) yields

\[
\mu_i \phi_i(x) = f_i(x) + \lambda \sum_{j=0}^{i-1} \omega_{ij} \psi_j(x) - H_i(x, \phi_i(x)) + \lambda \sum_{n=-N}^{N} D_n^{(i)}(x) \phi_i(x). \tag{4.1}
\]

Here, we used

\[
\begin{align*}
A_n^{(i)}(x) &= \frac{1}{h^*} \left[ (a + h^*) I(x) - J(x) \right], \\
B_n^{(i)}(x) &= \frac{1}{h^*} \left[ J(x) - (a) I(x) \right].
\end{align*}
\]

\[
I(x) = \int_a^{a+h^*} k((x-y)) dy = A_n^{(i)}(x) + B_n^{(i)}(x), \\
J(x) = \int_a^{a+h^*} k((x-y)) y dy = a A_n^{(i)}(x) + (a + h^*) B_n^{(i)}(x).
\]

Putting \( x = mh^* \), in (4.1) and using the following notations

\[
\phi_i(mh^*) = \phi_{i,m}, \quad H_i \left( mh^*, \phi_i(mh^*) \right) = H_{i,m}(\phi_{i,m}), \quad D_m^{(i)}(mh^*) = D_{mn}^{(i)}, \quad f_i(mh^*) = f_{im}.
\]

We get the following nonlinear algebraic system

\[
\mu_i \phi_{i,m} = f_{i,m} - H_{i,m}(\phi_{i,m}) + \lambda \sum_{j=0}^{i-1} \omega_{ij} \psi_{j,m} + \lambda \sum_{n=-N}^{N} D_{mn}^{(i)} \gamma_i \phi_{n,m}, \quad -N \leq n, m \leq N; \quad 0 \leq i \leq s. \tag{4.2}
\]

The matrix \( D_{mn}^{(i)} \) can be written in the following Toeplitz matrix form

\[
D_{mn}^{(i)} = Q_{mn}^{(i)} - P_{mn}^{(i)}; \quad Q_{mn}^{(i)} = A_n^{(i)}(mh^*) + B_n^{(i)}(mh^*), \quad -N \leq n, m \leq N,
\]
\[
P_{mn}^{(i)} = \begin{cases} B_{N-1}^{(i)}(mh^*) & , n = -N \\ 0 & , -N < n < N \\ A_N^{(i)}(mh^*) & , n = N. \end{cases}
\]

\(Q_{mn}^{(i)}\) is called the Toeplitz matrix of order \((2N+1)\), and \(p_{mn}^{(i)}\) represents a matrix of order \((2N+1)\) whose elements are zeros except the first and the last rows(columns).

**Definition 2.** The estimate local error \(R_{N,n}\) of the TMM is determined by

\[
R_{N,n} = \left| \int_{-1}^{1} k(|x-y|) \phi(y) dy - \sum_{n=-N}^{N} D_{mn}^{(i)} \phi(mh^*) \right|. 
\] (4.3)

**Definition 4.3.** The TMM is said to be convergent of order \(r\), if and only if for sufficiently large \(N\), there exists a constant \(\delta > 0\) independent on \(N\) such that

\[
\left\| \phi(x) - \left( \phi(x) \right)_N \right\|_e \leq \delta N^{-r}. 
\] (4.4)

**The existence and uniqueness solution of the nonlocal AS of TMM**

To prove the existence of unique solution of the nonlocal AS (4.2) in the space \(\ell_\infty\), we consider the following

**Lemma 3 (without proof), see [37]:** If the kernel \(k(|x-y|)\) of Eq. (1.1) satisfies the following condition

A. \(k(|x-y|) \leq M^*\), \((M^*\) is constant),

B. \(\lim_{x \to \pm 1} k(|x'-y|) - k(|x-y|) = 0\), \(x, x' \in L_2[-1,1]\).

Then, (i) \(\sup \sum_{n=-N}^{N} \left| D_{mn}^{(i)} \right| \) exists, (ii) \(\lim \sup \sum_{n=-N}^{N} \left| D_{mn}^{(i)} - D_{mn}^{(j)} \right| \).

Consider the following conditions in addition to condition (1) of theorem 2:

(a) \(\left| f \right|_e \leq \sup_{i,m} f_{i,m} \leq V^*_i; \ \forall i, m, \ (V^*_i\) is constant)

(b) For the constants \(L' > L'_i\) and \(L' > L'_j\), \(H_{i,p} \left( \phi_{i,p} \right)\) satisfies the conditions:
(b.1) \( |H_{i,p}(\phi_{i,p})| \leq L^i_i |\phi_{i,p}| \), (b.2) \( |H_{i,p}(\psi_{i,p}) - H_{i,p}(\psi_{i,p})| \leq L^j_j |\phi_{i,p} - \psi_{i,p}| \).

\( (c) \sup_{\xi,N} \sum_{n=-N}^N |D_{mn}^{(j)}| \leq d \), \( (d \) is constant).

**Theorem 4 (without proof):** The nonlocal AS (4.2) has a unique solution \( \phi_{i,m} \) in the space \( \ell_\infty \) under the condition
\[
(L + |\lambda| S^* + |\lambda| d) < \mu^*, \quad \mu^* = \min_{i} |\mu_i| . \tag{4.5}
\]

If \( N \to \infty \), the sum \( \sum_{n=-N}^N \sum_{j=0}^N \int_{-1}^1 |k(x - y)| \phi(y)dy \).

Thus, the solution of the nonlocal AS (4.2) becomes the solution of the nonlocal SFIEs (3.1).

**Definition 4:** The following relation determines estimate total error \( R_{s,N} = R_{s,J} + R_{N,s} \) of (4.2).
\[
R_{s,N} = \lambda \int_{-1}^1 \lambda \int_{-1}^1 k(x - y)\phi(y, t)dy + \lambda \int_{-1}^1 \lambda \int_{-1}^1 k(\lambda - \tau)\phi(x, \tau)d\tau = \lambda \sum_{n=-N}^N D_{mn}^{(j)} \phi(nh^*) - \lambda \sum_{j=0}^N \omega_j F_m \phi_m^* \tag{4.6}
\]

When \( s, N \to \infty \), the sum
\[
\lambda \sum_{n=-N}^N D_{mn}^{(j)} \phi(nh^*) + \lambda \sum_{j=0}^N \omega_j F_m \phi_m^* \xrightarrow{\text{sum}} \lambda \int_{-1}^1 \lambda \int_{-1}^1 k(x - y)\phi(y, t)dy + \lambda \int_{-1}^1 \lambda \int_{-1}^1 k(\lambda - \tau)\phi(x, \tau)d\tau .
\]

Then the solution of the nonlocal AS (4.2) becomes the solution of the nonlocal MIE (1.1).

**Corollary 1:** the total error \( R_{s,N} \) satisfies \( \lim_{s,N \to \infty} R_{s,N} = 0 \).

**Proof:** From the definition of \( R_{s,N} \), we have
\[
|R_{s,N}| \leq |\phi_m^* - \phi_m^*|_{s,N} + \sum_{j=0}^N |\omega_j y_{u,j}| |\phi_m^* - \phi_m^*|_{s,N} + \sum_{n=-N}^N |D_{mn}^{(j)}| |\phi(nh^*) - \phi(nh^*)|_{s,N} .
\]

The above inequality, after using condition (c) of theorem 4, yields
\[
|R_{s,N}| \leq |\phi_m^* - \phi_m^*|_{s,N} + \phi_m^* - \phi_m^*|_{s,N} + |\omega_j y_{u,j}| + d |\phi(nh^*) - \phi(nh^*)|_{s,N} |_{s,N} .
\]

Since \( \|L\|_{\infty} \leq \|L_{[-1,1]} \| \), hence for \( x = mh^*, y = nh^* \) and condition (1) of theorem 2, we have

\[
(b.1) |H_{i,p}(\phi_{i,p})| \leq L^i_i |\phi_{i,p}| , \quad (b.2) |H_{i,p}(\psi_{i,p}) - H_{i,p}(\psi_{i,p})| \leq L^j_j |\phi_{i,p} - \psi_{i,p}| .
\]
\[ |R_{s,N}| \leq \left\| \phi'(x) - \phi''(x) \right\|_{L^2([-1,1])} + S \left\| \phi(x) - \phi'(x) \right\|_{L^2([-1,1])} + d \left\| \phi'(y) - (\phi'(y))' \right\|_{L^2([-1,1])}. \]

Thus, the above inequality becomes

\[ |R_{s,N}| \leq \left( 1 + S + d \right) \left\| \phi - \phi' \right\|_{L^2([-1,1])} + C \left[ 0, T \right]. \tag{4.7} \]

Since, \[\left\| \phi - \phi' \right\|_{L^2([-1,1])} \rightarrow 0 \quad \text{when} \quad s, N \rightarrow \infty \]

in the space \[L^2([-1,1]) \times C \left[ 0, T \right]. \]

Then, \[\lim_{s, N \rightarrow \infty} |R_{s,N}| = 0. \] Hence, \[\lim_{s, N \rightarrow \infty} R_{s,N} = 0. \]

5 Numerical applications

Here, the TMM is used to obtain, numerically the solution of the nonlocal MIE (1.1) with singular kernel, using maple 12 program. When the singular kernel takes the logarithmic form \[k(x,y) = \ln|x-y|, \] and Carleman form \[k(x,y) = |x-y|^{-\nu}. \quad 0 < \nu < \frac{1}{2}, \]

\[\nu \] is called Poisson ratio and we take \[\nu = 0.1, 0.25 \text{ and } 0.4. \]

The historical function \[H(t, \phi(x, t))\] takes linear form \[\phi^2(x, t)\] and nonlinear form \[\phi^2(x, t). \]

Application: Consider the nonlocal F-VIE

\[\mu \phi(x, t) = f(x, t) - H(t, \phi(x, t)) + \lambda \int \phi(x, y) \phi(y, t) dy + \lambda \int t^2 \phi(x, \tau) d\tau. \quad (4.5.1) \]

\[\mu = 0.5, \lambda = 0.01, \quad 0 \leq t \leq T \leq 1. \]

Application A: When the singular kernel takes the logarithmic form \[k(x, y) = \ln|x-y|. \]

Case (A.1): When the nonlocal term in the linear form in appl.1.

\[\mu \phi(x, t) = f(x, t) - t^2 \phi(x, t) + \lambda \int \ln|x-y| \phi(y, t) dy + \lambda \int t^2 \phi(x, \tau) d\tau. \quad \phi(x, t) = x^2 t^2. \]

| Case A.1: TMM when \(H(x, t, \phi(x, t)) = t^2 \phi(x, t), \) \((\mu = 0.5, \lambda = 0.01, n_l = 4, n_s = 11)\) |
|---|---|---|---|---|---|---|---|
| \(x \) | \(T = 0.0008\) | \(T = 0.5\) | \(T = 0.9\) | \(T = 0.0008\) | \(T = 0.5\) | \(T = 0.9\) |
| \(\phi\) | \(\phi'\) | \(E^T\) | \(\phi\) | \(\phi'\) | \(E^T\) | \(\phi\) | \(\phi'\) | \(E^T\) |
| -0.8 | 4.0900E-07 | 4.0900E-07 | 1.0380E-09 | 2.0600E-01 | 2.0618E-01 | 1.7284E-04 | 8.1000E-01 | 8.1036E-01 | 3.6485E-04 |
| -0.6 | 2.5000E-07 | 2.5000E-07 | 4.9200E-10 | 9.0000E-02 | 9.0036E-02 | 1.7284E-04 | 8.1000E-01 | 8.1036E-01 | 3.6485E-04 |
| -0.4 | 1.0250E-07 | 1.0225E-07 | 1.7475E-10 | 4.0000E-02 | 3.9954E-02 | 4.5836E-04 | 1.2960E-01 | 1.2951E-01 | 2.0360E-04 |
| -0.2 | 2.5000E-07 | 2.5561E-07 | 8.2006E-11 | 1.0000E-02 | 9.9890E-03 | 1.0385E-04 | 3.2400E-02 | 3.2813E-02 | 1.8463E-04 |
The following equations describe the relation between the exact and numerical solution when $H = r^2\phi(x,t)$ in appl.1, using TMM with $(\mu = 0.5, \lambda = 0.01, n_i = 4, n_x = 11)$ at $(T = 0.0008, 0.5$ and $T = 0.9)$ in Fig. (1-i), Fig. (1-ii) and Fig. (1-iii), respectively.

**Case (A.II):** When the nonlocal term in the nonlinear form in appl.1.

$$\mu \phi(x,t) = f(x,t) + \phi^3(x,t) + \lambda \int_{y}^{x} |x-y| \phi(y,t) dy + \lambda \int_{t}^{\infty} x^2 \phi(x,t) d\tau, \quad \phi(x,t) = x^2 r^2.$$
Case A.II: Describes the relation between the exact and numerical solution when $H = \phi(x,t)$ in appl.1, using TMM with $(\mu=0.5, \lambda=0.01, n_t=4, n_x=11)$ at $(T = 0.0008, T = 0.5$ and $T = 0.9)$ in Fig. (2-i), Fig.(2-ii) and Fig. (2-iii), respectively.

Application B: When kernel takes the Carleman form $k(x,y) = |x-y|^{-\nu}, 0 < \nu < \frac{1}{2}$.

Case (B.I): When the nonlocal term in the linear form in appl.1.

$$\mu \phi(x,t) = f(x,t) - r^{2} \phi(x,t) + \lambda \int_{-\frac{1}{2}}^{\frac{1}{2}} |x-y|^{-\nu} \phi(y,t) dy + \frac{\lambda}{6} r^{2} \phi(x,t) d\tau, \quad \phi(x,t) = x^{\frac{3}{2}}.$$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\phi$</th>
<th>$\phi^T$</th>
<th>$E^T$</th>
<th>$\phi^T$</th>
<th>$E^T$</th>
<th>$\phi^T$</th>
<th>$E^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.8$</td>
<td>4.09600E-07</td>
<td>4.12534E-07</td>
<td>2.93368E-09</td>
<td>4.12794E-07</td>
<td>3.19411E-09</td>
<td>4.13166E-07</td>
<td>3.56566E-09</td>
</tr>
<tr>
<td>$-0.6$</td>
<td>2.30400E-07</td>
<td>2.33273E-07</td>
<td>2.87288E-09</td>
<td>2.33406E-07</td>
<td>3.00570E-09</td>
<td>2.33596E-07</td>
<td>3.19600E-09</td>
</tr>
</tbody>
</table>

Table (2)
\[ \frac{\partial^2 \phi}{\partial x^2} + \nu \frac{\partial^2 \phi}{\partial t^2} = \frac{\mu \beta}{\lambda} \phi(x,t) \]

Table (3)

<table>
<thead>
<tr>
<th>( x )</th>
<th>( \phi )</th>
<th>( t = 0.1 )</th>
<th>( t = 0.25 )</th>
<th>( t = 0.4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>2.50000E-01</td>
<td>2.49234E-01</td>
<td>2.49193E-01</td>
<td>2.49136E-01</td>
</tr>
<tr>
<td>-0.8</td>
<td>1.60000E-01</td>
<td>1.60785E-01</td>
<td>1.60824E-01</td>
<td>1.60918E-01</td>
</tr>
<tr>
<td>-0.6</td>
<td>9.00000E-02</td>
<td>9.07413E-02</td>
<td>9.07736E-02</td>
<td>9.08193E-02</td>
</tr>
<tr>
<td>-0.4</td>
<td>4.00000E-02</td>
<td>4.07329E-02</td>
<td>4.07500E-02</td>
<td>4.07755E-02</td>
</tr>
<tr>
<td>-0.2</td>
<td>1.00000E-02</td>
<td>1.07288E-02</td>
<td>1.07386E-02</td>
<td>1.07540E-02</td>
</tr>
<tr>
<td>0</td>
<td>0.00000E+00</td>
<td>7.27519E-04</td>
<td>7.35092E-04</td>
<td>7.48683E-04</td>
</tr>
</tbody>
</table>

Fig. (3-i) \( T = 0.0008, \nu = 0.1 \) Fig. (3-ii) \( T = 0.0008, \nu = 0.25 \)

Case B.I: Describes the relation between the exact and numerical solution, when \( H = t^2 \phi(x,t) \) in appl.1, using TMM with \((\mu = 0.5, \lambda = 0.01, T = 0.0008, n_y = 4, n_x = 11)\) at \((\nu = 0.1, \nu = 0.25 \text{ and } \nu = 0.4)\) in Fig. (3-i), Fig. (3-ii) and Fig. (3-iii), respectively.
Fig. (4-i) $\mu = 0.5, \nu = 0.1$ Fig. (4-ii) $\mu = 0.5, \nu = 0.25$

Fig. (4-iii) $\mu = 0.5, \nu = 0.4$

Case B.I.b: Describes the relation between the exact and numerical solution when $H = r^2 \phi(x,t)$ in appl. 1, using TMM with $(\mu = 0.5, \lambda = 0.01, T = 0.5, n_x = 4, n_t = 11)$ at $(\nu = 0.1, \nu = 0.25 \text{ and } \nu = 0.4)$ in Fig. (4-i), Fig. (4-ii) and Fig. (4-iii), respectively.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\phi$</th>
<th>$\phi^T$</th>
<th>$E^T$</th>
<th>$\phi^T$</th>
<th>$E^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>8.10000E-01</td>
<td>8.08616E-01</td>
<td>1.38417E-03</td>
<td>8.08539E-01</td>
<td>1.46052E-03</td>
</tr>
<tr>
<td>-0.8</td>
<td>5.18400E-01</td>
<td>5.19824E-01</td>
<td>1.42427E-03</td>
<td>5.19945E-01</td>
<td>1.54489E-03</td>
</tr>
<tr>
<td>-0.6</td>
<td>2.91600E-01</td>
<td>2.92980E-01</td>
<td>1.38020E-03</td>
<td>2.93014E-01</td>
<td>1.43699E-03</td>
</tr>
<tr>
<td>-0.4</td>
<td>1.29600E-01</td>
<td>1.30956E-01</td>
<td>1.35571E-03</td>
<td>1.30984E-01</td>
<td>1.38364E-03</td>
</tr>
<tr>
<td>-0.2</td>
<td>3.24000E-02</td>
<td>3.37426E-02</td>
<td>1.34261E-03</td>
<td>3.37568E-02</td>
<td>1.35682E-03</td>
</tr>
<tr>
<td>0</td>
<td>1.00000E-00</td>
<td>1.33845E-03</td>
<td>1.34853E-03</td>
<td>1.34853E-03</td>
<td>1.36751E-03</td>
</tr>
<tr>
<td>0.2</td>
<td>3.24000E-02</td>
<td>3.37426E-02</td>
<td>1.34261E-03</td>
<td>3.37568E-02</td>
<td>1.35682E-03</td>
</tr>
<tr>
<td>0.4</td>
<td>1.29600E-01</td>
<td>1.30956E-01</td>
<td>1.35571E-03</td>
<td>1.30984E-01</td>
<td>1.38364E-03</td>
</tr>
<tr>
<td>0.6</td>
<td>2.91600E-01</td>
<td>2.92980E-01</td>
<td>1.38020E-03</td>
<td>2.93014E-01</td>
<td>1.43699E-03</td>
</tr>
</tbody>
</table>
Table (5)

<table>
<thead>
<tr>
<th>n</th>
<th>0.8</th>
<th>5.18400E-01</th>
<th>5.19824E-01</th>
<th>1.42427E-03</th>
<th>5.19945E-01</th>
<th>1.54489E-03</th>
<th>5.20114E-01</th>
<th>1.71434E-03</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.10000E-01</td>
<td>8.08616E-01</td>
<td>1.38417E-03</td>
<td>8.08539E-01</td>
<td>1.46052E-03</td>
<td>8.08434E-01</td>
<td>1.56578E-03</td>
<td></td>
</tr>
</tbody>
</table>

Case B.I.c: Describes the relation between the exact and numerical solution when $H = r^2$ in appl.1, using TMM with $(\mu = 0.5, \lambda = 0.01, T = 0.9, n_t = 4, n_x = 11)$ at $(\nu = 0.1, \nu = 0.25, \nu = 0.4)$ in Fig. (5-i), Fig. (5-ii) and Fig. (5-iii), respectively.

**Case (B.II):** When the nonlocal term in the nonlinear form in appl.1.

$$\mu \phi(x,t) = f(x,t) - \phi^2(x,t) + \lambda \int_{-1}^{1} [x - y] \phi(y,t) dy + \int_{0}^{t} r^2 \phi(x,t) d \tau, \quad \phi(x,t) = x^2 r^2.$$
$$H(x,t) = \phi^2(x,t)$$

### Table 6

<table>
<thead>
<tr>
<th>(\nu)</th>
<th>(\phi^T)</th>
<th>(E^T)</th>
<th>(\phi^T)</th>
<th>(E^T)</th>
<th>(\phi^T)</th>
<th>(E^T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>4.096600E-07</td>
<td>4.12534E-07</td>
<td>2.93368E-09</td>
<td>4.12791E-07</td>
<td>3.19411E-09</td>
<td>4.13166E-07</td>
</tr>
</tbody>
</table>

### Table 7

<table>
<thead>
<tr>
<th>(x)</th>
<th>(\phi)</th>
<th>(\nu = 0.1)</th>
<th>(\nu = 0.25)</th>
<th>(\nu = 0.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>2.50000E-01</td>
<td>2.49427E-01</td>
<td>2.47939E-01</td>
<td>2.42935E-01</td>
</tr>
<tr>
<td>-0.8</td>
<td>1.60000E-01</td>
<td>1.60698E-01</td>
<td>1.60758E-01</td>
<td>1.60844E-01</td>
</tr>
<tr>
<td>-0.4</td>
<td>4.00000E-02</td>
<td>4.09535E-02</td>
<td>4.09773E-02</td>
<td>4.10131E-02</td>
</tr>
<tr>
<td>-0.2</td>
<td>1.00000E-02</td>
<td>1.10575E-02</td>
<td>1.10741E-02</td>
<td>1.11108E-02</td>
</tr>
<tr>
<td>0</td>
<td>0.00000E+00</td>
<td>1.09779E-03</td>
<td>1.11201E-03</td>
<td>1.11371E-03</td>
</tr>
<tr>
<td>0.2</td>
<td>1.00000E-02</td>
<td>1.10575E-02</td>
<td>1.10741E-02</td>
<td>1.11108E-02</td>
</tr>
<tr>
<td>0.4</td>
<td>4.00000E-02</td>
<td>4.09535E-02</td>
<td>4.09773E-02</td>
<td>4.10131E-02</td>
</tr>
<tr>
<td>0.6</td>
<td>9.00000E-02</td>
<td>9.08225E-02</td>
<td>9.08591E-02</td>
<td>9.09070E-02</td>
</tr>
<tr>
<td>0.8</td>
<td>1.60000E-01</td>
<td>1.60698E-01</td>
<td>1.60758E-01</td>
<td>1.60844E-01</td>
</tr>
<tr>
<td>1</td>
<td>2.50000E-01</td>
<td>2.49427E-01</td>
<td>2.47939E-01</td>
<td>2.42935E-01</td>
</tr>
</tbody>
</table>

Case B.II.a: Describes the relation between the exact and numerical solution, when \(H = \phi^2(x,t)\) in appl.1, using TMM with \((\mu = 0.5, \lambda = 0.01, T = 0.0008, n = 4, n_x = 11)\), at \((\nu = 0.1, \nu = 0.25 \text{ and } \nu = 0.4)\) in Fig. (6-i), Fig. (6-ii) and Fig. (6-iii), respectively.
Case B.II.b: Describes the relation between the exact and numerical solution, when $H = \phi^2(x,t)$ in appl.1, using TMM with $(\mu=0.5, \lambda=0.01, T=0.5, n_1=4, n_2=11, n_3=11.0)$ at $(\nu=0.1, \nu=0.25$ and $\nu=0.4)$ in Fig. (7-i), Fig.(7-ii) and Fig. (7-iii), respectively.

Case B.II.c: TMM when $H(x,t,\phi(x,t)) = \phi^2(x,t)$ $(\mu=0.5, \lambda=0.01, n_1=4, n_2=11, T=0.9)$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\phi$</th>
<th>$\nu=0.1$</th>
<th>$\nu=0.25$</th>
<th>$\nu=0.4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\phi^T$</td>
<td>$E^T$</td>
<td>$\phi^T$</td>
<td>$E^T$</td>
</tr>
<tr>
<td>-0.8</td>
<td>5.1840E-01</td>
<td>5.1962E-01</td>
<td>1.2250E-03</td>
<td>5.1972E-01</td>
</tr>
<tr>
<td>-0.6</td>
<td>2.9160E-01</td>
<td>2.9328E-01</td>
<td>1.6848E-03</td>
<td>2.9336E-01</td>
</tr>
<tr>
<td>-0.4</td>
<td>1.2960E-01</td>
<td>1.3196E-01</td>
<td>2.3605E-03</td>
<td>1.3201E-01</td>
</tr>
<tr>
<td>-0.2</td>
<td>3.2400E-02</td>
<td>3.5538E-02</td>
<td>3.1383E-03</td>
<td>3.5583E-02</td>
</tr>
<tr>
<td>0</td>
<td>0.0000E+00</td>
<td>3.5306E-03</td>
<td>3.5065E-03</td>
<td>3.5723E-03</td>
</tr>
<tr>
<td>0.2</td>
<td>3.2400E-02</td>
<td>3.5538E-02</td>
<td>3.1383E-03</td>
<td>3.5583E-02</td>
</tr>
<tr>
<td>0.4</td>
<td>1.2960E-01</td>
<td>1.3196E-01</td>
<td>2.3605E-03</td>
<td>1.3201E-01</td>
</tr>
<tr>
<td>0.6</td>
<td>2.9160E-01</td>
<td>2.9328E-01</td>
<td>1.6848E-03</td>
<td>2.9336E-01</td>
</tr>
<tr>
<td>0.8</td>
<td>5.1840E-01</td>
<td>5.1962E-01</td>
<td>1.2250E-03</td>
<td>5.1972E-01</td>
</tr>
</tbody>
</table>

Table (8)
Case B.II.c: Describes the relation between the exact and numerical solution, when \( H = \phi^2(x, t) \) in appl.1, using TMM with \((\mu = 0.5, \lambda = 0.01, T = 0.9, n = 4, n_x = 11)\) at \((\nu = 0.1, \nu = 0.25 \text{ and } \nu = 0.4)\) and in Fig. (8-i), Fig. (8-ii) and Fig. (8-iii), respectively.

4.6 Conclusions

2. When the value of the time increasing The value of the absolute error is increasing in all cases of studies.

3. The value of the absolute error is increasing when the value of the Poisson ratio \( \nu \) is increasing and the time fixed in all cases.

4. The error in the linear non-local function is less than the error in the nonlinear case for all value of \( T \) when \( x \) farther from 1,-1.

6. The Max. E. and Min. E. in all cases in the two methods in application 1 and 2 are given as follow:

I- For a logarithmic kernel \( k(x, y) = \ln|x - y| \) and linear nonlocal term \( H(x, t, \phi(x, t)) = t^2\phi(x, t) \).

1.1- For the Toeplitz matrix method, we have:
• In Table (1) for application1, when $\mu = 0.5$ and $T = 0.0008$, Max. E = 1.00384E-09 at $(x=0.8,-0.8)$, Min. E = 2.55618E-12 at $(x=0)$. Also, for $T = 0.5$, Max. E = 2.60815E-04 at $(x=0.8,-0.8)$, Min. E = 4.94289E-07 at $(x=0)$. Finally, for $T = 0.9$ Max. E = 4.57866E-04 at $(x=0.8,-0.8)$, Min. E = 9.81427E-08 at $(x=0)$.

II. For a logarithmic kernel $k(x, y) = \ln|x - y|$ and nonlinear nonlocal term $H = \phi^2(x, t)$.

II.1. For the Toeplitz matrix method, we have:

• In Table (2) for application1, when $\mu = 0.5$ and $T = 0.0008$, Max. E = 1.00384E-09 at $(x=0.8,-0.8)$, Min. E = 3.68969E-12 at $(x=0)$. Also, for $T = 0.5$, Max. E = 2.38570E-04 at $(x=0.8,-0.8)$, Min. E = 9.06408E-07 at $(x=0)$. Finally, for $T = 0.9$ Max. E = 3.90213E-04 at $(x=0.8,-0.8)$, Min. E = 1.05557E-06 at $(x=0)$.

III. For the Carleman kernel $k(x, y) = |x - y|^{-\nu}, 0 < \nu < \frac{1}{2}$ and linear nonlocal term $H = r^2 \phi(x, t)$.

III.1. For the Toeplitz matrix method, we have:

• In Table (3) for application1, when $\mu = 0.5$ and $T = 0.0008$ with $\nu = 0.1$, Max. E = 2.93768E-09 at $(x=1,-1)$, Min. E = 2.82464E-09 at $(x=0)$. Also, for $\nu = 0.25$, Max. E = 3.19411E-09 at $(x=0.8,-0.8)$, Min. E = 2.86384E-09 at $(x=0)$. Finally, for $\nu = 0.4$, Max. E = 3.56566E-09 at $(x=0.8,-0.8)$, Min. E = 2.93216E-09 at $(x=0)$.

III.3. For the Toeplitz matrix method, we have:

• In Table (4) for application1, when $\mu = 0.5$ and $T = 0.5$ with $\nu = 0.1$, Max. E = 7.66231E-04 at $(x=1,-1)$, Min. E = 7.27519E-04 at $(x=0)$. Also, for $\nu = 0.25$, Max. E = 8.24323E-04 at $(x=0.8,-0.8)$, Min. E = 7.35092E-04 at $(x=0)$. Finally, for $\nu = 0.4$, Max. E = 9.18013E-04 at $(x=0.8,-0.8)$, Min. E = 7.48683E-04 at $(x=0)$.

III.5. For the Toeplitz matrix method, we have:
in Table (5) for application1, when \((\mu = 0.5 \text{ and } T = 0.9) \text{ with } (\nu = 0.1)\). Max. E=1.42427E-03 at (x=0.8,-0.8), Min. E=1.33845E-03 at (x=0). Also, for \((\nu = 0.25)\). Max. E=1.54489E-03 at (x=0.8,-0.8), Min. E=1.34853E-03 at (x=0). Finally, for \((\nu = 0.4)\). Max. E=9.18013E-04 at (x=0.8,-0.8), Min. E=7.48683E-04 at (x=0).

IV. For the Carleman kernel \(k(x,y) = |x - y|^\nu, 0 < \nu < \frac{1}{2}\) and nonlinear nonlocal term \(H = \phi^2(x,t)\)

IV.1- For the Toeplitz matrix method, we have:

in Table (6) for application1, when \((\mu = 0.5 \text{ and } T = 0.0008) \text{ with } (\nu = 0.1)\). Max. E=2.93768E-09 at (x=1,-1), Min. E=2.82465E-09 at (x=0). Also, for \((\nu = 0.25)\). Max. E=3.19411E-09 at (x=0.8,-0.8), Min. E=2.86384E-09 at (x=0). Finally, for \((\nu = 0.4)\). Max. E=3.56566E-09 at (x=0.8,-0.8), Min. E=2.93216E-09 at (x=0).

IV.3- For the Toeplitz matrix method, we have:

in Table (7) for application1, when \((\mu = 0.5 \text{ and } T = 0.5) \text{ with } (\nu = 0.1)\). Max. E=1.09779E-03 at (x=0), Min. E=5.73009E-04 at (x=1,-1). Also, for \((\nu = 0.25)\). Max. E=1.1201E-03 at (x=0), Min. E=6.03627E-04 at (x=1,-1). Finally, for \((\nu = 0.4)\). Max. E=1.13715E-03 at (x=0), Min. E=6.45882E-04 at (x=1,-1).

IV.5- For the Toeplitz matrix method, we have:

in Table (8) for application1, when \((\mu = 0.5 \text{ and } T = 0.9) \text{ with } (\nu = 0.1)\). Max. E=3.53065E-03 at (x=0), Min. E=8.50915E-04 at (x=1,-1). Also, for \((\nu = 0.25)\). Max. E=3.57238E-03 at (x=0), Min. E=8.97741E-04 at (x=1,-1). Finally, for \((\nu = 0.4)\). Max. E=3.64766E-03 at (x=0), Min. E=9.62144E-04 at (x=1,-1).
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