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Abstract—Geographic Information System (GIS) is a fast growing technology where one can make the use of digital Maps and spatial data for visualizing, analyzing and taking decision based on the analysis. It can also be used for mapping and analyzing the crime and its impact. Mapping of Crime using GIS technology can be effective in Emergency situations. Hotspots of particular crime incident can be identified for finding its intensity and for taking effective decision. Kernel Density Estimation, Getis-Ord Gi*, Moran’s I, IDW and different other methods can be used for finding the Hotspot which are discussed in this paper so that one can select the appropriate methods according to the requirement which can be of crime, forestry, tourist management, emergency crisis, wildlife reserve and many others.

Index Terms—Crime Analysis, Getis-Ord Gi*, GIS, Hot Spot, IDW, KDE, Moran’s I

1 INTRODUCTION

A computer framework which is used for capturing, preserving, querying, exploring and displaying geospatial data is known as Geographic Information System (GIS). The Geospatial data also known as geographically referenced data describes both the location and the characteristics of the feature called spatial feature which may consist of roads, land extents, and vegetation on the Earth surface [1] [2] [3]. The thing that differentiates GIS from other information system is its capability of handling and performing operations on Geospatial data. The spatial data may be the location while the attribute data is the characteristics possessed by that location [1]. GIS derived as an economical tool for various applications over the past decade. It is applied for emergency movement and transportation management [3] [4]. GIS has come up with information management and mapping, which have its roots in modeling and analysis which facilitates decision making [5].

Crime is any practice performed by an individual or a group of individuals which is unethical, harmful and unsocial to the society. Crime can be the result of illiteracy, poverty, or revenge. Criminal activity from a long ago is the matter of worry in contemporary society. Many countries in the world are facing intolerable level of crime and delinquency [6]. Crime analysis is the qualitative and quantitative aspect of acquiring the knowledge of crime and law enforcement information possess with social-statistics and spatial circumstances to understand criminals, reduce public disturbance and prevent crime [2]. It describes the methodological collection, preparation, and understanding and makes publically the information related to criminal activity to support the task of law enforcement [7] [8].

The concept of crime mapping and analysis and Hotspot Detection techniques can also be used for forest fire prevention by finding out the place where maximum fire broke and can carry out measures to prevent it. Similarly in Vehicle or Auto-theft incidence it can be used to find the area where maximum theft has occurred and also find its pattern to take appropriate action. In Tourist Management area by providing the mostly crowded place and adding temporal phenomenon with it will be helpful for tourist for identifying the area where a particular crime is more so that they can take precautions and opt for different options in new states or country.

GIS provides with a vast variety of solutions for our day to day problems which may range from finding nearest facilities, shortest distance to reach the desires facility or place, providing alternate routes in traffic jam, communicating your location in emergency situations and may more. It can be used according to the area of interest and can be framed for ensuring the effective and efficient output from it.

Crime analysis helps police agencies to solve the crimes, develop effective strategies and tactics to prevent future crimes. It also helps in finding and apprehending offenders and also prosecuting and convicting them. GIS can improve safety and quality of life, optimize internal operations; prioritize patrol and investigations. It can be used to detect and solve community problems, allocate resources, plan for future resource needs and enact effective policies [9].

1.2 Hot Spot

The term hot spot has become an integral part of the study called crime analysis and is popular with most of the analyst. A hot spot as the name suggests is a state of indicating some arrangements of clusters in a spatial distribution [8]. The cluster of geographical areas consisting of habitually high number of crime events are known as Hotspots [10]. Crime hot spots can be considered to be place of high crime intensity. Getting the knowledge of concentration of crime law enforcement agencies can make timely and effective decisions about appointing police resources. In addition, crime hot spots mapped by GIS can impressively communicate crime patterns and crime prevention policies to decision makers and the public [11].

GIS based hot spot identification in the criminal cases is to
precisely state the characteristics of criminal activity occurred and its distribution over the area. This can be used as a thematic map for the user [12]. The Hot Spot Analysis tool identifies spatial clusters of statistically significant high or low attribute values [13]. One has to provide a set of data values, which may be the number of crimes per area, expecting that the data values are randomly spread across the study area, this tool provide clusters of census blocks with crime incidents higher than expected. These clusters so formed are hot spots. The Hot Spot Analysis tool also provides spatial clusters of crime incidents lower than expected. These clusters reproduce crime cold spots and it may also provide facts about policy or environmental circumstances that deter crime [11].

2 LITERATURE REVIEW

The GIS technology as a tool can be effectively used to solve our day-to-day problems and help us to have a compact yet effective solution to our queries. It supports network analysis and planning whether it may be a Road network or a network of Stream. The GIS technology can be used according to the field of interest and the problem domain [4] [5].

The GIS and Remote Sensing can be used for visualizing the data, analyzing the facts, and to take firm decision based on the analysis. This can be used to map the Police stations and to identify the Crime Zone as Hot Spot and to statistically analyze the reported Crime which will help to take effective measures to control the crime [9].

The Hot Spot methods in Crime analysis can be broadly classified as shown in Fig. 2.1 into three categories, namely Spatial Analysis Methods, Interpolation Methods and Mapping Cluster or Spatial Interpolation Methods [1] [14]. Different Methods used for Hotspot detection are as follows: [15]

- Spatial Analysis Methods:
  - Kernel Density Estimation

- Interpolation Methods:
  - Inverse distance weighted (IDW) interpolation
  - Kriging
  - Spline
  - Natural Neighbor

- Mapping Cluster
  - Cluster and Outlier Analysis (Anselin Local Moran's I)
  - Hot Spot Analysis (Getis-Ord Gi* )

2.1 Spatial Analysis Method

Spatial Analysis is the process of checking the locations, attributes, and connection of features in spatial data among overlay and other analytical techniques; which is used for acquiring knowledge that can be used in different aspect. Spatial analysis creates or extracts different new information from spatial data [15]. Different techniques under this category are Kernel Density Estimation (KDE) [16] [17], Point Density [17], Line Density.

2.2 Interpolation Methods

Interpolation is the process of using points with better-known values to propose values at alternate unknown points. It is often used to foretell unknown values at any geographic point data, which can be used in the field of rainfall, noise levels, chemical concentrations, elevation, or other spatially-based phenomena. It is the approximate judgment of surface values at the points which are un-sampled based on the surface values of surrounding points which are known. Interpolation is usually used as a raster operation, but using a TIN (Triangulated Irregular Networks) surface model it can be used as vector operation [15] [18]. There are several well-known interpolation techniques such as Inverse Distance Weighted (IDW), Kriging, Spline, and Natural Neighbor.

2.3 Mapping Cluster

Mapping Cluster also known as Spatial Autocorrelation is an amount of the degree to which a set of spatial features and the data values associated with it. It can be clustered together in Space (positive spatial autocorrelation) or Scatter Widely (negative spatial autocorrelation) [15]. Different methods under Mapping Cluster or Spatial Autocorrelation are Anselin Local Moran's I [13] [16] and Getis-Ord Gi* [1].

3 CRIME ANALYSIS METHODS

Different methods for crime analysis and hotspot detection are discussed. Mathematical notations of each technique are also given to provide full understanding of the input, output and working or the functioning of the technique. These methods can be used for analysis and making decisions as per the situation and requirement [1] [13] [14].

3.1 Kernel Density Estimation (KDE)

Density Estimation measures cell densities in a raster by using a sample of known points. There are two variants known as Simple Density and Kernel Density Estimation methods. For Simple Density Estimation method, we have to place a raster on a point distribution, then arrange points that fall within each cell, sum the point values and estimate the cell's density by dividing the total point value by the cell size [16] [17].

For the purpose of estimation the Kernel Density Estimation associates each known point with a Kernel function. This can be expressed as a bivariate probability density function, a kernel function looks like a “bump”, centering at a known point and tapering off to 0 over a defined bandwidth or window area. The kernel function and the bandwidth determine the shape of the bump, which in turn determines the amount of smoothing in estimation [19]. The Kernel Density Estimation at point \( x \) is then the sum of bumps placed at the known points \( x_i \) within the bandwidth:

\[
\hat{f}(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K\left(\frac{d}{h}(x - x_i)\right)
\]  

(1)
where $K()$ is the kernel function, $h$ is the bandwidth, $n$ is the number of known points within the bandwidth, and $d$ is the data dimensionality. For two-dimensional data ($d = 2$), the kernel function is usually given by:

$$K(x) = \begin{cases} 3\pi^{-1}(1 - X^TX)^2, & \text{if } X^TX < 1 \\ 0, & \text{otherwise} \end{cases}$$

By substituting Eq. 2 for $K()$, Eq. 1 can be rewritten as:

$$\hat{f}(x) = \frac{3}{nh^2\pi} \sum_{i=1}^{n} \left[ 1 - \frac{1}{h^2} [(x - x_i)^2 + (y - y_i)^2] \right]^2$$

where $h$ is a constant, and $(x - x_i)$ and $(y - y_i)$ are the deviation in $x$-, $y$-coordinates between point $x$ and known point $x_i$ that is within the bandwidth. Density values in the raster are expected values rather than probabilities. Kernel Density Estimation usually produces a smoother surface than the simple estimation method does [1] [20] [21] [22] [23] [24] [25] [26] [27] [28].

Figure 3.1 Figure (a) shows the Crime Incidents and (b) shows the KDE operation on (a).

The Fig. 3.1 (a) shows the crime events and (b) shows the Hot Spot detected after applying KDE on it. The Hot Spots found are circled in (b) for making it understandable.

3.2 Inverse Distance Weighted (IDW) Interpolation

Inverse Distance Weighted (IDW) Interpolation is an exact method that enforces the condition that the estimated value of a point is influenced more by nearby known points than by those farther away. The general equation for the IDW method is:

$$z_0 = \sum_{i=1}^{n} \frac{z_i}{s_i}$$

where $z_0$ is the estimated value at point 0, $z_i$ is the $z$ value at known point $i$, $d_i$ is the distance between point $i$ and point 0, $s$ is the number of known points used in estimation, and $k$ is the specified power [1].

The power $k$ controls the degree of local influence. A power of 1.0 means a constant rate of change in value between points (linear interpolation). A power of 2.0 or higher suggests that the rate of change in values is higher near a known point as compared to other points. The degree of local influence also depends on the number of known points used in estimation. In IDW all the predicted values are within the range of maximum and minimum values of the known points [1] [7] [22] [29].

Figure 3.2 (a) shows the Crime Incidents and (b) shows the IDW operation on (a).

The Fig. 3.2 (a) shows the crime events and (b) shows the Maximum crime area identified by applying IDW operation on it. The circle shows the detected Hot Spot.

3.3 Kriging

Kriging is an advanced Geostatistical procedure that generates an estimated surface from a scattered set of points with $z$-values. Unlike other interpolation methods, Kriging effectively involves an interactive investigation of the spatial behavior of the phenomenon represented by the $z$-values before you select the best estimation method for generating the output surface [30].

Kriging assumes that the distance or direction between sample points reflects a spatial correlation which can be used to explain variation in the surface. The Kriging tool fits a mathematical function to a specified number of points, or all points within a specified radius, to determine the output value for each location. Kriging is a multistep process; it includes exploratory statistical analysis of the data, variogram modeling, creating the surface, and (optionally) exploring a variance surface. Kriging is most appropriate when you know there is a spatially correlated distance or directional bias in the data. It is often used in soil science and geology [31]. Kriging is similar to IDW in that it weights the surrounding measured values to derive a prediction for an unmeasured location. The general formula is given as:

$$\hat{f}(x) = \sum_{i=1}^{n} \lambda_i (x^*)^f(x_i)$$

In IDW, the weight, $\lambda_i$, depends solely on the distance to the prediction location. However, with the Kriging method, the weights are based not only on the distance between the measured points and the prediction location but also on the overall spatial arrangement of the measured points. To use the spatial arrangement in the weights, the spatial autocorrelation must be quantified. Thus, in ordinary Kriging, the weight $\lambda_i$ depends on a fitted model to the measured points, the distance
to the prediction location, and the spatial relationships among the measured values around the prediction location [1] [7].

The Fig. 3.3 (a) shows the crime events and (b) shows the Maximum crime area or Hot Spot formed after applying Kriging operation; within the circled area.

### 3.4 Thin-Plate Splines

Splines for spatial interpolation are conceptually similar to Splines for line smoothing except that in spatial interpolation they apply to surfaces rather than lines. Thin-plate Splines create a surface that passes through the control points and has the least possible change in slope at all points. The approximation of Thin-plate Splines is of the form:

\[
Q(x, y) = \sum \Lambda_i d_i^2 \log d_i + a + bx + cy \quad (6)
\]

where \(x\) and \(y\) are the x-coordinate and y-coordinate of the point to be interpolated, \(d_i^2 = (x - x_i)^2 + (y - y_i)^2\) and \(x_i\) and \(y_i\) are the x-, y-coordinates of control point \(i\).

Thin-plate Splines consist of two components: \((a + bx + cy)\) represents the local trend function, which has the same form as a linear or first-order trend surface, and \(d_i^2 \log d_i\) represents a basis function, which is designed to obtain minimum curvature surfaces. The coefficients \(A, a, b\) and \(c\) are determined by linear system of equations:

\[
\sum_{i=1}^{n} A_i d_i^2 \log d_i + a + bx + cy = f_i \quad (7)
\]

where \(n\) is the number of control points and \(f_i\) is the known value at control point \(i\). The estimation of the coefficients requires \(n + 3\) simultaneous equations.

A major problem with Thin-plate Splines is the steep gradients in data-poor areas, often referred to as overshoots. For correcting overshoot different methods belong to a group called Radial Basis Functions (RBF) can be used. Thin-plate Splines and their variants can be used for smooth and continuous surfaces [1] [5].

The Fig. 3.4 (a) shows the Maximum Crime identified using Spline and (b) shows the same operation using Spline with Tension type within the circled area.

### 3.5 Nearest Neighbor

The Nearest Neighbor statistic is the ratio \(R\) of the observed average distance between nearest neighbors \((d_{obs})\) to the expected average for a hypothetical random distribution \((d_{exp})\). For determining that the pattern formed by the point is random, regular, or clustered it uses the distance between each point and its closest neighboring point in a layer [28] [32]. The formula for the Nearest Neighbor is given as:

\[
R = \frac{d_{obs}}{d_{exp}} \quad (8)
\]

The \(R\) ratio is less than 1 if the point pattern is more clustered than random and greater than 1 if the point pattern is more dispersed than random. Nearest Neighbor analysis can also produce a \(Z\) score, which indicates the likelihood that the pattern could be a result of random chance [1] [21] [33].

The Fig. 3.5 (a) shows the crime events and (b) shows the Hot Spot identified by applying Natural Neighbor operation. The circle shows the detected Hot Spot.
3.6 Moran’s I for Measuring Spatial Autocorrelation

Nearest neighbor analysis requires only the distances between points as inputs for the calculation. Analysis of Spatial Autocorrelation on the other hand considers both the point locations and the variation of an attribute at the locations. Spatial Autocorrelation therefore measures the relationship among values of a variable according to the spatial arrangement of the values. The relationship may be described as highly correlated if like values are spatially close to each other and independent or random if no pattern can be discerned from the arrangement of values [15]. Moran’s I can be computed by using the following formula:

\[ I = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} w_{ij} (x_i - \bar{x}) (x_j - \bar{x})}{s^2 \sum_{i=1}^{n} \sum_{j=1}^{m} w_{ij}} \]  

(9)

where \( x_i \) is the value at point \( i \), \( \bar{x} \) is the value at point \( j \), \( w_{ij} \) is a coefficient, \( n \) is the number of points, and \( s^2 \) is the variance of \( x \) values with a mean of \( \bar{x} \). The coefficient \( w_{ij} \) is defined as the inverse of the distance \( d \) between points \( i \) and \( j \), or \( 1/d_{ij} \). Other weights such as the inverse of the distance squared can also be used [1].

The values Moran’s I takes on are anchored at the expected values \( E(I) \) for a random pattern:

\[ E(I) = -\frac{1}{a - 1} \]  

(10)

\( E(I) \) approaches 0 when the number of points \( n \) is large. Moran’s I is close to \( E(I) \) if the pattern is random. It is greater than \( E(I) \) if adjacent points tend to have similar values (i.e., are spatially correlated) and less than \( E(I) \) if adjacent points tend to have different values (i.e., are not spatially correlated). Similar to nearest neighbor analysis, the Z score associated with Moran’s I can be computed. The Z score indicates the likelihood that the point pattern could be a result of random chance [34].

Moran’s I can also be applied to area patterns. Eq. 10 remains the same for computing the index value. The difference is the \( w_{ij} \) coefficient which is now based on the spatial relationship between polygons. One option is to assign 1 to \( w_{ij} \) if polygon \( i \) is adjacent to polygon \( j \) and 0 if \( i \) and \( j \) are not adjacent to each other [1] [20] [22] [35].

The Fig. 3.6 (a) shows the Moran’s-I operation on Point feature with the circle showing the identified Maximum Crime Area. (b) Shows the Moran’s-I operation on Polygon feature with the Maximum and Minimum Crime Area identified.

3.7 G-Statistics for Measuring High/Low Clustering

Moran’s I either general or local can only detect the presence of the clustering of similar values. It cannot indicate whether the clustering is made of high values or low values. This led to the use of the G-statistics, which can separate clusters of high values from clusters of low values [36]. The general G-statistics based on a specified distance \( d \) is defined as:

\[ G(d) = \frac{\sum \sum w_{ij}(d) x_i x_j}{\sum x_i x_j} \]  

(11)

where \( x_i \) is the value at location \( i \), \( x_j \) is the value at location \( j \) if \( j \) is within \( d \) of \( i \) and \( w_{ij}(d) \) is the spatial weight. The weight can be based on some weighted distance (e.g., inverse distance) [1].

The expected value of \( G(d) \) is:

\[ E(G) = \frac{\sum \sum w_{ij}(d)}{n(n-1)} \]  

(12)

\( E(G) \) is typically a very small value when \( n \) is large.

A high \( G(d) \) value suggests a clustering of high values and a low \( G(d) \) value suggests a clustering of low values. Z score can be computed for a \( G(d) \) to evaluate its statistical significance. The local G-statistics denoted by \( G_{ij}(d) \) is often described as a tool for “Hotspot” analysis. A cluster of high positive Z scores suggests the presence of a cluster of high values or a hot spot. A cluster of high negative Z scores, on the other hand suggests the presence of a cluster of low values or a cold spot. The local G-statistics also allows the use of a distance threshold \( d \) defined as the distance beyond which no discernible increase in clustering of high or low values exists [1] [22] [33].

Figure 3.7 (a) shows the Maximum Crime Zone (point feature) and (b) shows the Maximum Crime Area (polygon feature) using Getis-Ord Gi* operation.

The Fig. 3.7 (a) shows the Getis-Ord Gi* operation on Point feature with the circle showing the identified Maximum Crime Area. (b) shows the Gi* operation on Polygon feature.
with the dark Red area showing Maximum and dark Green area showing Minimum Crime Area identified.

4 DISCUSSION ON THE METHODS

The following tables show different methods discussed so far, Table 4.1 discusses the Formula and the Purpose of the methods for Hot Spot Analysis. Table 4.2 shows the features on which the methods can be applied, it also discuss about how the output of the methods will be displayed like smoothing effect and also the additional variable like Z-score calculated by some methods.

Table 4.1 Different Methods for Crime Analysis

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Technique</th>
<th>Formula</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kernel Density Estimation</td>
<td>( f(x) = \frac{3}{nh^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{h^2} (x-x_i)^2 (y-y_j)^2 )</td>
<td>For smoothing effect within particular radius and cell size</td>
</tr>
<tr>
<td>2</td>
<td>Point Density</td>
<td>( f(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{(x-x_i)^2}{h_i} )</td>
<td>Calculates magnitude per unit area using neighborhood operations for given cell size</td>
</tr>
<tr>
<td>3</td>
<td>Line Density</td>
<td>( f(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{(x-x_i)^2}{h_i} )</td>
<td>Calculates magnitude per unit area for radius of the cell size</td>
</tr>
<tr>
<td>4</td>
<td>IDW Interpolation</td>
<td>( z_0 = \frac{\sum_{i=1}^{m} w_i \cdot x_i}{\sum_{i=1}^{m} w_i} )</td>
<td>For classifying within max and min value</td>
</tr>
<tr>
<td>5</td>
<td>Kriging</td>
<td>( f(x) = \sum_{i=1}^{n} A_i f(x_i) )</td>
<td>For assuming spatial variation of amibution</td>
</tr>
<tr>
<td>6</td>
<td>Spline</td>
<td>( \Phi(x,y) = \sum_{i=1}^{m} A_i (log_2 + a + b + c) )</td>
<td>For smoothing effect</td>
</tr>
<tr>
<td>7</td>
<td>Moran’s I</td>
<td>( \sum_{i=1}^{m} G_i(x_i) )</td>
<td>For detecting the presence of the clustering of similar values</td>
</tr>
<tr>
<td>8</td>
<td>Getis-Ord Gi*</td>
<td>( \sum_{i=1}^{m} G_i(x_i) )</td>
<td>For separating the clusters of high and low values</td>
</tr>
</tbody>
</table>

Table 4.2 Usefulness of the Methods

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Techniques</th>
<th>Features</th>
<th>Smoothing Effect</th>
<th>Z-score Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kernel Density Estimation</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>2</td>
<td>Point Density</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>3</td>
<td>Line Density</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>4</td>
<td>IDW Interpolation</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>5</td>
<td>Kriging</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>6</td>
<td>Spline</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>7</td>
<td>Nearest Neighbor</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>8</td>
<td>Moran’s I</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>9</td>
<td>Getis-Ord Gi*</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

N= Not Applicable, Y= Applicable

5 CONCLUSION

Crime Mapping and Analysis can effectively provide the understanding of where and why crime activity takes place and by using this information Law enforcement agencies can take appropriate action in very efficient and effective manner. Different methods are classified based on the input feature and the input parameters. The methods can also be used as per the requirement of the problem. KDE and Thin-plate Spline provide the smoothing surface, while IDW can be used when we require having a specific range of maximum and minimum values. Moran’s I can be used for both point and polygon features and can detect the presence of the clustering of similar values, whereas Getis-Ord Gi* can separate the clusters of high and low values and can be applied for point and polygon features. The Moran’s I and Gi* both also calculate the Z value for the analysis purpose.
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