
International Journal of Scientific & Engineering Research, Volume 4, Issue 9, September-2013                                                               217 
ISSN 2229-5518 
 

IJSER © 2013 
http://www.ijser.org  

LBG Vector Quantization for Recognition of  
Handwritten Marathi Barakhadi 

                                         Swapnil Shinde       Mrs. Vanita Mane               
          

Abstract— Handwritten character recognition has been studied a lot in the past and involves various problems due to many reasons. In 
this paper, novel method of Handwritten Marathi Barakhadi Character Recognition with Shape and Texture features has been proposed. 
The Shape features and Texture feature are more unique, so a novel technique based on combination of these is derived and proposed 
here. For extracting shape features standard gradient operator such as Robert, Prewitt, Sobel, Canny and Laplace are used and vector 
quantization technique. The gradient mask images of the character images are obtained and then LBG vector quantization algorithm is 
applied on these gradient images to get the codebooks of various sizes. These obtained  codebooks are considered as shape texture 
feature vectors for handwritten character recognition. In all 45 variations of the character recognition method are proposed using five 
gradient operators and 9 code book sizes (from 4 to 1024).The database consists of 2100 images which consists of 35 consonants 
barakhadi written by 5 different people. The crossover point of precision and recall is considered as performance comparison criteria for 
proposed character recognition technique. 

 Index Terms—Canny,Edge detection, KEVR, Laplace ,Prewitt, Sobel, Robert, VQ. 

——————————      —————————— 

1 INTRODUCTION                                                                     
Character recognition is the most widely used area which 

covers both machine generated and human generated charac-
ters for recognition. The research on Character recognition 
shows that the limitations of the methodology applied is based 
on two major conditions 1) the data acquisition process(on-
line or off-line) and 2) the type of text(machine generated or 
handwritten) [18]. 

In general there are five major steps performed in character 
recognition [18] as 

1. pre-processing; 
2. segmentation; 
3. representation; 
4. training and recognition; 
5. post processing 

On-line and off-line handwritten have different approaches 
but they share a lot of common problems and solutions [19]. 
The handwritten character recognition is more complex as it 
involves hardware and different people have different style of 
writing. Handwritten character recognition is a technique of a 
system to receive and interpret handwritten input from 
sources such as paper, touch screen, images and other sources. 
Offline handwritten character recognition is method to con-
vert text in an image into letter codes which are usable by ma-
chine and various processing applications. Marathi barakhadi 
involves 36 consonants and 12 vowels. This makes the prob-
lem more complex as there will be class for each consonant 
and separate class for problem domain can be reduced by fol-
lowing two steps as character extraction and character recog-
nition. Character extraction involves scanning the document 
and using the image to extract the characters present in the 
document image. Problem arises when we are dealing with 
connected characters as it recognizes two characters as single 
one. Character recognition using several different techniques 
like neural networks, feature extraction. Feature extraction is 
determining the important properties and using them for 
recognition of the character. Some of properties used in fea-

ture extraction are aspect ratio, number of strokes, average 
distance from image center, percent of pixels above half point 
etc.   

  Optical Character recognition (OCR) is a technology that 
allows machines to automatically recognize the characters 
through an optical mechanism [1]. OCR is an instance of off-
line character recognition which recognizes fixed shape static 
character and online character recognition recognizes dynamic 
motion during writing. The scanned image of handwritten 
text, characters is converted to machine encoded format with 
the help of OCR [1].  OCR has its applications in pattern 
recognition, artificial intelligence, and computer vision. The 
term OCR can also used to include preprocessing steps such as 
binarization, skew correction, text block segmentation prior to 
recognition [2]. The OCR is used for recognition of many lan-
guages all over the world such as Hindi, Kannada, Chinese, 
Japanese, Korean, Bangla, Konkani ,Latin etc. [2], [17]. Many 
challenges remain even after employing scanning methods, 
preprocessing techniques, cutting-edge techniques for charac-
ter recognition [2]. 

The main challenge in online handwritten character recog-
nition is to distinguish between different strokes used for writ-
ing and the variation in the characters that are somewhat simi-
lar. Distinguishing between few of the Devanagari characters 
is time consuming and complex and also may not give exact 
results. Many models have been proposed for online hand-
written character recognition using different approaches and 
algorithms. Some of the models are structure based models 
[22], motor models [21], stochastic models [19] and learning 
based models [19]. Learning based is used widely for pattern 
recognition and statistical structure based model are used for 
Chinese character recognition. The structure of character is 
represented by the joint distribution of the component strokes. 
Another statistical–structural character modeling is proposed 
based on the Markov Random Fields (MRF) for Chinese     
characters [23]. Neural network based models achieve better 
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performance than other models. 

2 LITERATURE SURVEY 
A lot of research work has been done in recognition of devna-
gari characters , offline and online are the medium used for 
the same. The first research work was presented in 1977 and 
since then many new and advanced techniques have been 
proposed and implemented. Each technique works for achiev-
ing a common goal of recognizing the characters to its maxi-
mum possibility. Some of the techniques will be discussed 
here and a brief overview in form of table will be presented for 
the same. Recognition mainly depends on the features that are 
extracted by various methods and which give a lot of  infor-
mation in terms of many factors. The problems related to 
recognition were the stroke of writing, angle, noise and many 
other external factors. Some of the features used for recogni-
tion were the shape features, texture features , shadow fea-
tures, aspect ratio, gradient features etc. N Sharma  et 
al.[12]proposed a system where features were extracted from 
directional chain codes and then they were given to the quad-
ratic classifier for classification. Sushma Shelke et al.[13] de-
signed a multi stage compound character recognition scheme 
using neural network and Wavelet features. Recognition of 
Non-Compound characters using combination of MLP and 
Minimum edit distance  was proposed by S. Arora.et al.[14]. S. 
B. Patil et al.[15] describes a complete system for recognition 
of isolated handwritten Devnagari characters using Fourier 
Descriptor and Hidden-Markov model(HMM). The paper by 
K.Y. Rajput et al.[16] presents a system for recognizing hand-
written Devnagari characters by taking handwritten images as 
input and separate lines , words and then characters step by 
step, then recognize the character by using artificial neural 
network approach. Handwritten Devnagari Character Recog-
nition Using Gradient Features by Ashutosh  Aggarwal et 
al.[17] presents a novel method of feature extraction for recog-
nition of single isolated Devnagari Character images. Analysis 
and study of all the above papers gives a chance to use the 
other gradient operators to extract the features and combine it 
with vector quantization. Vector quantization is a codebook 
generation technique which compresses the feature vectors of 
fixed size into various codebooks of different sizes. 

3 VECTOR QUANTIZATION 
This is a classical quantization technique used for data 

compression. It works by dividing large set of points into 
small groups (vectors) having same number of points closest 
to them. The density matching property is useful for identify-
ing large and high dimensional data. 

 VQ has been very popular in variety of research fields such 
as video based event detection, data compression, image seg-
mentation, face recognition, data hiding etc. This is also called 
as block quantization or pattern matching quantization that 
works by encoding values from multidimensional vector 
space into a finite set of values from discrete sub-space.The 
multidimensional integration was a problem for VQ but an 
algorithm was proposed by Linde, Buzo, and Gray based on 
the training sequence called as LBG which solved the above 
problem. A VQ designed using this algorithm is referred as 
LBG-VQ [5]. VQ can be divided into three procedures code-
book design procedure, image encoding procedure and image 
decoding procedure[5]. The LBG VQ design algorithm is an 
iterative algorithm which requires an initial codebook C. This 
initial codebook is obtained by the splitting method. In this 
method, an initial code vector is set as the average of the entire 
training sequence. This code vector is then split into two. The 
iterative algorithm is run with these two vectors as the initial 
codebook. The final two code vectors are splitted into four and 
the process is repeated until the desired number of code vec-
tors is obtained. [6]. 
Algorithm for LBG     

Step 1:Divide the image into non overlapping blocks and  
convert each block to vectors thus forming a training 
vector set. 

Step 2: initialize i=1; 
Step 3:Compute the centroid (code vector) of this training  

vector set. 
Step 4:Add and subtract constant error  ei i.e. 1 and generate 

two vector v1 and v2. 
Step 5:Compute Euclidean distance between all the training 

vectors belonging to this cluster and the vectors v1 
and v2 and split the cluster into two. 

Step 6:Compute the centroid (code vector) for clusters ob-
tained in the above step 5. 

Step 7:increment i by one and repeat step 4 to step 6 for each 
code vector. 

Step 8:Repeat the Step 3 to Step 7 till codebook of desired size  
             is obtained. 

4 EDGE DETECTION TECHNIQUE 
Detection of edge is a necessary preprocessing step in com-
puter vision and image understanding systems[16]. Edge de-
tection is the process of identifying and locating sharp discon-
tinuities in an image [4], [13]. The discontinuities are the ab-
rupt changes in the pixel intensity at the boundaries. The ge-
ometry of the operator determines a characteristic direction in 
which it is most sensitive to edges. Operators can be opti-
mized to look for horizontal, vertical, or diagonal edges [3]. 
The ways to perform edge detection can be grouped into two 
categories gradient based and laplacian based. The gradient 
based detects edges by looking for the maximum and mini-
mum in the first derivative of the image [4] [15].The Laplacian 
based method searches for the zero crossings in the second 
order derivative of the image to find the edges [4]. The edge 
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detection operators give information about the gradient of the 
edges. The various gradient operators used for edge detection 
are Roberts, Prewitt, Sobel, Canny, Laplace, FreiChen, and 
Kirsch [6].  

5 DATABASE GENERATION 
The proposed Handwritten Devnagari Character Recognition 
technique uses various edge detection masks followed by LBG 
Fig. 1. Sample Handwritten Database 

algorithm of Vector Quatization, are implemented on 
MATLAB 7.10.0 on Intel Core 2 Duo 3GB RAM processor. The 
results are tested on Handwritten Devnagari Character image 
database of 2100  images from 5 samples per character with 35 
different characters and their barakhadi. Sample database is 
shown in figure 1. 

6 PROPOSED SYSTEM 
The proposed system involves first collecting samples from 
different persons to generate the database. The database will 
consist of 35 consonants with their barakhadi written by 5  
different people so in all we have a large dataset of 2100     
character images. The Gradient operators are then applied 
over the database to generate mat files containing feature val-
ues of each character for each of the operators. These mat files  

are loaded into KEVR algorithm to generate codebooks of     
Fig.2.Proposed System Block Diagram 
various sizes. There will be 9 codebooks for each operator var-

ying in size from 4 to 1024. In all 45 codebooks will be gener-
ated considering we are using 5 operators. The steps for the 
proposed system shown below. 
The feature vectors are stored in the codebooks that are gen  
erated by applying vector quantization algorithms. These   
feature vectors are used to compare with the input image   
when the image is taken for recognition. 

7 CONCLUSION 
The vector quantization is a clustering algorithm which 
involves compression of feature vectors resulting in 
codebooks which are resultant for recognition.The 
performance of the algorithm is estimated using two 
parameters Precision and Recall. This is the first time that 
vector quantization has been applied on characters for their 
recognition and will turn a new technology.The crossover 
point of Precision and Recall acts as a performance measure. 
For better performance the value of crossover point sholud be 
high. Codebook sizes 4x12, 8x12, 16x12, 32x12, 64x12, 128x12, 
256x12, 512x12, 1024x12 are used. Precission is accuracy while 
recall is completeness. The average values of precission and 
recall are calculated and the recognition rate is estimated. 
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