Image Forgery Detection using FREAK Binary Descriptor and Level Set Segmentation
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Abstract: This paper describes a novel approach for copy-move image forgery detection using FREAK binary descriptor and level set segmentation. Binary descriptors are fast to compute and compact to store, since they depend only on image intensity comparison. In the proposed approach image, key features are computed using FAST detector and feature matching is implemented using hamming distance. Clustering of matched features is achieved by using region-based Level set segmentation. Experimental results carried on several image data sets and comparison with SIFT based methods show that the proposed approach is accurate and effective in terms of copy move forgery identification and computational speed.

Keyword: Copy-move Image forgery, Binary descriptors, Level set, Image Segmentation

1. Introduction

Detection of digital Image forgery is a relatively new scientific field that addresses the problem of digital images authenticity. Advances in digital technologies have made it easy to manipulate and counterfeit digital images. This problem is aggravated by the availability of vast amount of images available through the internet [1-5]. Detecting image forgery has significant implications in a variety of applications such as copyright protection, proof of ownership, legal, commercial, and security related issues. One of the most widely known image forgery methods is the copy-move approach, where part of an image is copied and then moved to a different location in the image. This may also be accompanied by a change of scale or rotation. Several methods have been used in the literature to address the copy move detection problem [6]. Most of these methods can be classified as block-based or key point based. In block based methods the image is divided into a number of blocks and matching between blocks determines the copied regions. Key point based methods on the other hand, are based on matching detected key point features such as SIFT/Surf to find forged regions in an image. For example, in references [7-8] SIFT features and J-Linkage clustering algorithms are used for copy-move forgery detection and localization. Other methods including Block type approach, DCT, PCA and others have also been used. A more complete review of these methods can be found in reference [6]. In the paper, a novel approach based on FREAK binary descriptor combined with level set segmentation is used for detecting copy-move image forgery. The following sections describe the implementation of the proposed approach.

2. Proposed method

The proposed method can be summarized in four steps as follows:

Step-1: Key points detection
Key feature points are detected using FAST (Features from accelerated segment test) corner detection method.

Step-2: Feature Description and matching
Fast Retina Keypoint (FREAK) binary descriptor and hamming distance metric are used for feature description and matching respectively.

Step-3: Level set Segmentation
Level set method is implemented in the in a region of the image defined by the maximum and minimum coordinates of the matched key points.

Step-4: Tampered regions identification
Regions obtained by the level set method are searched using binary mask to determine if they contain three or more matched key points, thus identifying a forged regions.

Details of these steps are explained for the sample test image shown in Fig.1. The original image depicts a sail boat in a natural scene, the sail boat is copied and scaled then moved in a different location in the image. The tampering detection steps are as follows:
2.1. Step 1: Key point detection using (FAST)

Key point detection is obtained using Features from accelerated segment test (FAST) method. This is a computationally efficient corner detection method \[9, 10\], which could be used to extract feature points in images. FAST is faster than many other well-known corner detection, such as Harris, SUSAN and DOG methods \[11\]. In Fast, a point “P” is classified as a corner based on finding a sufficiently large set of n contiguous pixels in a circle of 16 pixels around that point (Fig.2); such that these pixels are all brighter than \(I_p + t\) +t or darker than \(I_p - t\) –t, where \(I_p\) is the intensity at p and t is a threshold value. In the present approach n and t are set to 9, and 30 respectively. Non-maximal suppression is also used to refine the detection process, when detecting multiple interest points in adjacent locations. A score function, \(v\) is computed for all the detected feature points. is the sum of absolute difference between p and 16 surrounding pixels values is computed for all the detected feature points and is used as a score function. For two adjacent keypoints the one with lower score function is discarded. The keypoints detected using FAST algorithm for the sample test case of Fig.1 is displayed in Fig.3.

\[\text{Fig. 3: Keypoints detected using FAST method}\]
\[ F = \sum_{0 \leq a \leq N} 2^a T(P_a) \]  \hspace{1cm} (1)

Where

\[ T(P_a) = \begin{cases} 
1 & \text{if } (I(p_a^0) - I(p_a^5)) > 0 \\
0 & \text{otherwise} 
\end{cases} \]  \hspace{1cm} (2)

Moreover, \( I(p_a^5) \) is the smoothed intensity of the first receptive field of the pair \( p_a \).

A cascade is used for comparing the selected pairs, where the 64 most important bits are placed in the beginning of the descriptor, thus, improving the speed of the comparison process.

To account for rotation invariance, FREAK generates a 45 points sampling pattern specifically for orientation, as shown in Fig.5, where the blue circles are sampling points, red circles are smoothed receptive fields, and lines represent keypoint pairs. This pattern is symmetric and is used to generate the local gradient, thus the orientation \( O \) of a given keypoint can be computed as:

\[ O = \frac{1}{M} \sum_{(p_a^5, p_0^5) \in G} \frac{I(p_a^0) - I(p_a^5)}{I(p_0^0) - I(p_0^5)} \]  \hspace{1cm} (3)

Where \( G \) is the set of all the pairs used to compute the local gradients is the number of pairs in \( G \) and \( p_a^0 \) is the 2D vector of the spatial coordinates of the center of receptive field.

Matching of FREAK features is performed using the hamming distance as a similarity metric, and can be computed efficiently by bitwise XOR followed by bit count. Implementation of FREAK feature extraction and matching will produce a list of matched pairs of points. Fig.6 display the matched pairs of keypoints for the test case of Fig.3. A clustering step is then performed to find which region in the image contains the matched pairs, clusters that contain three or more matched pairs indicated a forged region in the image. The clustering step is implemented using the level set method.

\[ \frac{\partial \phi}{\partial t} = \mu \left[ \Delta \phi - \text{div} \left( \frac{\nabla \phi}{\sqrt{\nabla \phi}} \right) \right] + \lambda \delta(\phi) \text{div} \left( g \frac{\nabla \phi}{\sqrt{\nabla \phi}} \right) \]  \hspace{1cm} (4)

Where \( \phi, \delta, \Delta, \nabla \) are the level set function, the Dirac function, the Laplacian, and gradient operator respectively. \( \mu, \lambda, \) and \( \nu \) are constants and, \( g \) is an edge indicator function defined as:

\[ g = \frac{1}{1 + [\nabla G_\sigma * I]^2} \]  \hspace{1cm} (5)

Where \( G_\sigma \) is the Gaussian kernel with standard deviation \( \sigma \) and \( I \) is the image intensity.
Equation (5) represents a gradient flow evolution where the first term controls gradient diffusion while the second and third terms drive the zero level set function towards the object boundaries.

Numerical solution of equation (5) is obtained explicitly using central and forward differences for the spatial and time derivatives respectively as follows.

\[
\phi_{i,j}^{k+1} = \phi_{i,j}^k + \tau L(\phi_{i,j}^k)
\]  

(6)

Where \( \tau \) is the time step, and \( L(\phi_{i,j}^k) \) is the finite difference approximation of the right hand side of equation (5). Values used for the time step and constants in equation (5) are the values recommended in [19], namely. \( \nu = 1.5, \tau = 5, \) and \( \mu \times \tau \leq 0.25 \).

By using the coordinates of the matched keypoints obtained in the previous step, a region is cut from the image Fig. 7 (a) and the level set method is used to segment this region into a number of clusters, thus identifying the different objects in the cut region as displayed in Fig. 7 (b).

2.4. Step 4: Keypoints Regions Identification

A binary mask is used for the segmented regions found, and the number and labeling of the segmented regions are found using morphological operations. A square 3x3 pixels structuring element combined with dilation is used to label and extract the segmented components found by the level set method, this is followed by a check and search procedure to find which region contains each matched keypoint. If three or more matched key points are found in any single region then the image is identified as a forgery. Fig 8 (a) and (b) display the two-clustered objects containing the matched keypoints, which indicate that the image has been tampered with.

![Regions containing the matched points](image1)

![Level set segmentation](image2)

Fig. 7: Level set segmentation

3. Experiments

The developed approach is tested for number of cases to assess its capability for image forgery detection. Fig. 9 displays the results for a 800x552 pixels tampered image taken from reference [7] which have multiple copies of the same region. The level set segmentation produces eight clusters, and the outcome of the search process resulted in three empty clusters and five clusters that contain the matched keypoints, thus forgery is identified. The results are compared with the Sift based approach of reference [7], the number of matched keypoints found is less than those obtained with the sift based method, however, the present approach successfully identified the copied regions. The level set segmentation requires 1200 iterations to converge and proved to be effective in capturing the different objects present in the regions containing the matched keypoints. The computations are implemented on 1.6GHz processor, and it took 14.92 seconds.

The computational time required for the level set segmentation is greatly reduced since only part of the image is segmented.

![Forged image](image3)
Another case involving multiple copied regions in addition to scale change for 1165x788 pixels image shown is displayed in Fig.10. Two copies of the sail boat, one of which is scaled down are placed in different locations in the image. It should be noted that the level set computation time is dependent on the size of the region containing the matched key points.
Additional test cases examples of carefully forged images are shown in Fig.11, where the original image, the forged one, and the detection results are shown in the first, second, and third columns respectively. Copy move forgery with rotation is displayed in the second row. Images in the second and fourth rows are taken from reference [7]. The results for all the cases considered demonstrate the effectiveness of the developed approach in identifying copy move image tampering.
In this paper, a new approach based on FREAK binary features descriptor and level set segmentation is developed to detect copy-move image forgeries. The introduction and use of binary features combined with level set segmentation proved to be an effective way for identifying forged regions in an image and presents a competitive solution to other SIFTS or SURF based methods. Experimental tests have been carried out on different datasets containing various topologies of fake images and also original ones. Results confirm that the proposed method outperforms other similar state-of-the-art techniques both in terms of copy-move forgery detection reliability and of precision in the localization of the manipulated objects.

4. Conclusion
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