Handwritten Tifinagh Character Recognition Using Baselines Detection Features
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Abstract—We present in this paper a system of Amazigh handwriting recognition based on horizontal and vertical baselines detection features. After the character image preprocessing, the horizontal and vertical baselines of the character are estimated. Parameters such as baselines are used to derive a subset of baseline dependent features. The symmetry of the amazigh characters with horizontal and vertical baselines is better taken into account. Thus, these features are related to the densities of pixels and are extracted on binary images of characters using the sliding window technique. Finally, a multilayer perceptron is used for character classification. Experimental results using AMHCD database demonstrate the efficiency of the proposed system.

Index Terms — Optical Character Recognition; Amazigh; Tifinagh; Handwritten Recognition; Baseline Detection; MLP

1 INTRODUCTION

Through recent advances in computing power, many techniques of handwriting recognition have also been improved and refined, especially for latin, chinese and arabic scripts [1], [2], [3], [4], [5], [6]. However, the variability inherent in the nature of the handwriting made this area a very active of research. Thus, in recent years, with the growth of means of communication, other alphabets, such as the Tifinagh alphabet of the Amazigh language have integrated the information systems. This has led to the emergence of other types of documents where writing is not yet processed and therefore more difficult to recognize. Text handwritten recognition of such documents requires techniques with more specific treatments.

The Tifinagh is the writing system of the Amazigh language. An older version of Tifinagh was more widely used in North Africa. It is attested from the 3rd century BC to the 3rd century AD. The Tifinagh has undergone many changes and variations from its origin to the present day [7]. The old Tifinagh script is found engraved in stones and tombs in some historical sites in northern Algeria, in Morocco, in Tunisia, and in Tuareg areas in the Sahara. The Figure 1 shows a picture of an old Tifinagh script found in site of rock carvings near from Intédeni Essouk Mali [8].

The Amazigh alphabet which is called “Tifinagh-IRCAM”, adopted by the Royal Institute of the Amazigh Culture, was officially recognized by the International Organization of Standardization (ISO) as the basic multilingual plan [9]. The Figure 2 represents the repertoire of Tifinagh which is recognized and used in Morocco with their correspondents in Latin characters. The number of the alphabetical phonetic entities is 33, but Unicode codes only 31 letters plus a modifier letter to form the two phonetic units: (g) and (k).

In contrast to Latin and Arab, the Amazigh alphabet is never cursive which facilitates the operation of segmentation. The Amazigh script is written from left to right; it uses conventional...
punctuation marks accepted in Latin alphabet. Capital letters, nonetheless, do not occur either at the beginning of sentences nor at the initial of proper names. So there is no concept of upper and lowercase characters in Amazigh language. Regarding the figures, it uses the Arabic Western numerals. The majority of graphic models of the characters are composed by segments. Moreover, all segments are vertical, horizontal, or diagonal. In addition, one of the important characteristics of the Tifinagh characters is that the majority of characters have the horizontal or vertical centerline as an axis of symmetry. We present below the Amazigh characters that have the centerlines (horizontal and vertical) as the axes of symmetry.

− Characters which have symmetry orthogonal to the horizontal centerline of the character:

− Characters which have symmetry orthogonal to the vertical centerline of the character:

The recognition of Amazigh handwritten characters has become an active research area because of its potentials and various applications. Recently, some efforts have been reported in literature for Amazigh characters recognition [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20]. In our previous works, we had proposed a method that contributed to increase the performance of Amazigh characters and handwriting recognition [17], [19]. This approach based on horizontal and vertical centerline of character. After the pre-processing step, the text is segmented into lines and then into characters using the analysis techniques histogram of horizontal and vertical projections. The positions of the centerlines of character are used to derive a subset of baseline independent and dependent features. A subset of the features is related to the position of the horizontal and vertical centerlines to take into account the association of the majority of Amazigh characters by these lines. These features are related to the densities of pixels are extracted on binary images of characters using the sliding window technique. The system showed good performance on two bases of the Amazigh characters: on a printed database of Amazigh characters and 96.32 % for the 20150 Amazigh handwritten characters. The causes of errors are mainly due to the resemblance between certain Amazigh characters. Furthermore, the experimental results have showed a significant improvement in recognition rate when integrating the features dependent on the horizontal and vertical centerlines on the base of printed Amazigh characters. Because, the majority of Amazigh characters have the horizontal or the vertical centerline as an axis of symmetry. Nevertheless, the results based on the handwritten characters are still limited. In fact, the high variability of handwriting influences the symmetry of the characters from the horizontal and vertical centrelines. To overcome these limitations, we will use, in this paper, a varied baseline of the character instead of taking the centerline that will improve the results. The architecture of the proposed system is shown in Figure 3.

The paper is organized as follows: Section (2) discusses the need for preprocessing. Section (3) describes features extraction using horizontal and vertical baselines detection. In Section (4), we present the training and recognition steps. Results are given in section (5) and conclusions and future works in section (6).

2 Pre-Processing

Such as was presented in Figure 3, the procedure of preprocessing which refines the scanned input image includes several steps: Binarization, for transforming gray-scale images
in to black and white images, noises removal and image resizing.

We used the Otsu method for binarization [21]. This method of thresholding is performed as a preprocessing step to remove the background noise from the picture prior to extraction of characters and recognition of text. This method performs a statistical analysis of histograms to define a function to be maximized to estimate the threshold.

3 Features Extraction

Before feature extraction, each individual character is uniformly resized into 60×50 pixels. Then, two baselines are extracted in the image of each character; the horizontal baseline and the vertical baseline. After, two different sets of features (45 features based on the vertical baseline and 45 features based on the horizontal baseline giving a total of 90 features) are used in classification and recognition stage.

3.1 Horizontal and vertical Baselines detection

Baseline extraction is generally used for word segmentation into characters or for skew normalization [22], [23], [24], [25], [26]. In this paper, we use horizontal and vertical baselines position to extract baseline dependent features. The horizontal baseline divides the image of the character into two zones: an upper zone that corresponds to the area above the horizontal baseline, and a lower zone which corresponds to the area below the baseline. Our approach is based on the algorithm described in [26] with few alterations. It is based on the projection method and analysis of the maxima and minima of the contour. Figure 4 provides an example of extracted horizontal and vertical baselines of some amazigh handwritten characters.

![Fig. 4. Horizontal and vertical baselines on some amazigh handwritten characters](image)

3.2 Features based on the horizontal Baseline

To create the first group of the feature vector, the letter is then scanned from left to right and from top to bottom with a sliding window. The image is divided into vertical frames. The height and width of the frame are constant and are considered as parameters. The window height varies according to each image. Each frame is divided into cells (Figure 5) where the height cell is fixed (in our experiments to 4 pixels) [22]. This yields to variable number cells in each frame according to the word image height.

In each window, we generate a set of 9 features. These are representative of the densities of pixels.

Fig. 5. Dividing letters into vertical frames

Let H be the height of the frame in an image, h be the fixed height of each cell, and w the width of each frame. The number of cells in each frame n_c is:

\[ n_c = \frac{H}{h} \]  

Suppose n(i) is the number of black pixels in cell i, r(j) is the number of black pixels in the jth row of a frame, and b(i) is the density level of cell i. If the n(i) of cell i is equal to 0 then we assign 0 to it, otherwise, we assign 1. This procedure is presented in (2).

\[ b(i) = \begin{cases} 0 & \text{if } n(i) = 0 \\ 1 & \text{else} \end{cases} \]  

Let HB the position of the horizontal baseline, we consider it the baseline of the letter. For each frame 9 features are extracted. The first feature, f_1, is the density of foreground pixels (black).

\[ f_1 = \frac{1}{H \times w} \sum_{i=1}^{n_c} n(i) \]  

The second feature, f_2, is the number of transitions between two consecutive cells of different density levels of a frame.

\[ f_2 = \sum_{i=2}^{n_c} |b(i) - b(i-1)| \]  

The third feature, f_3, is the derivative feature which represents the difference between the gravitational center of black pixels of frame t and its previous frame.

\[ f_3 = g(t) - g(t-1) \]

Where g is the position of gravitational center.
The vertical position of the gravity center in each frame is considered as the forth feature. This feature is normalized by the height of each frame.

\[ f_4 = \frac{g - H B}{H} \]  

The fifth and sixth features that represent the density of foreground pixels over and under the horizontal baseline for each frame.

\[ f_5 = \frac{1}{H \times w} \sum_{j=H+1}^{H} r(j) \]  
\[ f_6 = \frac{1}{H \times w} \sum_{j=1}^{H-H-1} r(j) \]

The seventh and eighth features are similar to the third one. But only those cells that are above the horizontal baseline are considered in, and the cells that are below the horizontal baseline are considered in, \( f_8 \).

\[ f_7 = \sum_{i=2}^{k} |b(i) - b(i-1)| \]  
\[ f_8 = \sum_{i=k}^{n} |b(i) - b(i-1)| \]

The ninth feature, \( f_9 \), is the density of foreground pixels in the horizontal baseline. This feature was added to distinguish between some resembling Amazigh characters.

### 3.3 Features based on the vertical Baseline

For exploiting the information coming from the detection of the vertical baseline of the character, we generated a new group of the features. To create the second group of the feature vector, the letter image is then scanned from top to bottom and from left to right with a sliding window. The image is divided into horizontal frames. The number of the frame is constant and is considered as one of the system parameters (5 frames in our experiments). Each frame is divided into cells (Figure 6) where the cell height is fixed (in our experiments to 4 pixels). In each window we generate a set of 9 features. These 9 features (f10 to f18) are similar to (f1 to f9), respectively. We use the same formula used for vertical windows.
5 RESULTS AND ANALYSIS

We have tested the proposed system on the base AMHCD that content 24180 handwritten amazigh characters [16]. The tests were performed according to the lines used for the feature extraction (horizontal and vertical baselines or horizontal and vertical centerlines). Also, we have used a 10-fold cross validation scheme for recognition result evaluation [30]. For 10 fold cross validation, 90% of the data was used for training and this performance was tested on the remaining 10%. We divided database in 10 major groups and measured recognition accuracy for each group separately. The recognition rates of all the 10 test subsets of the dataset are averaged to get the recognition result. Table 1 shows the experiments results on the base of handwritten characters (AMHCD) using ten-fold cross-validation.

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>RECOGNITION RESULTS ON THE BASE OF HANDWRITTEN CHARACTERS USING TEN-FOLD CROSS-VALIDATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Features integrated</td>
<td>Recognition rate %</td>
</tr>
<tr>
<td>Features dependent and independent on the horizontal and vertical centerlines</td>
<td>94.62 %</td>
</tr>
<tr>
<td>Features dependent and independent on the horizontal and vertical baselines</td>
<td>94.96 %</td>
</tr>
</tbody>
</table>

The recognition rate is 94.62% when integrating the features based on the position of the horizontal and vertical centerlines and increases to 94.96% when replacing the centrelines by the baselines. This demonstrates that the features based on the position of baselines offer a significant improvement in the recognition performance. The most errors are mainly due to the resemblance between some Amazigh characters.

6 CONCLUSION AND PERSPECTIVES

In this paper, we have presented a system for automatic recognition of handwriting Amazigh character based on the position of the vertical and horizontal baselines of each character. Several features have been studied and compared. The importance of using the position of the baselines in the image of the character has been proved. The extracted features are based on the density of pixels derived from a sliding window. The developed system was tested on the database AMHCD of handwriting Amazigh character. These results show a significant improvement in recognition rate when integrating the features dependent on the vertical and horizontal baselines. In future work, we improved the method of baselines detection. In addition, we will add other features that improve the results for some characters, such as information on the possible inclination of writing using the windows inclined.
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