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Abstract: Facial expression recognition is also gaining interest among the researchers because of its inevitable advantages in image retrieval which can be extended many fields like medicine, artificial intelligence, robotics and neural networks. So it is one of the hot topic for researchers. Existing methods such as PCA, LDA, LPP etc. with Euclidian distance classifier are popular. Neural network classifiers are also used along with above for classification. In this paper, the pattern averaging and PCA are used for feature extraction. In this work, feed forward neural network with added emotional coefficients (EBPNN) for facial expression classification is being proposed. The network is trained with back propagation algorithm. The results are compared with normal feed forward neural network with back propagation. The proposed algorithm is producing better results over the existing.
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1. Introduction

Any automatically measurable, robust and distinctive physical characteristic or personal trait that can be used to identify an individual or verify the claimed identity of an individual. Measurable means that the characteristic or trait can be easily presented to a sensor, located by it, and converted into a quantifiable, digital format. The robustness of a biometric refers to the extent to which the characteristic or trait is subject to significant changes over time. Distinctiveness is a measure of the variations or differences in the biometric pattern among the general population. Biometrics is used for human recognition which consists of identification and verification. Facial recognition records the spatial geometry of distinguishing features Of the face. Different vendors use different methods of facial recognition, however, all focus on measures of key features of the face. Because a person’s face can be captured by a camera from some distance away, facial recognition has a clandestine or covert capability (i.e. the subject does not necessarily know he has been observed).

For this reason, facial recognition has been used in projects to identify card counters or other undesirables in casinos, shoplifters in stores, criminals and terrorists in urban areas. Facial Recognition Also Provides a Surveillance Capability Desire to Locate Specific Individuals like Criminals, Terrorists, Missing children.

Researchers are studying the role of emotions in artificial intelligence (AI) from a variety of viewpoints: to develop agents and robots that interact more gracefully with humans, to develop systems that use the analog of emotions to aid their own reasoning, or to create agents or robots that more closely model human emotional interactions and learning. In human-computer or human-human interaction systems, emotion recognition systems could provide users with
improved services by being adaptive to their emotions. In virtual worlds, emotion recognition could help simulate more realistic avatar interaction.

Advantages of Facial Recognition Surveillance:

- Uses faces, which are public
- Involves non-intrusive, contact-free process
- Uses legacy databases
- Integrates with existing surveillance systems

In the proposed system, there are three phases: i) Face detection and cropping from image database, ii) feature extraction from the database, iii) classification of facial expressions using neural network classifier. The proposed system was tested on the Cohn Kanade facial expression database (Web Resource). Six expressions of 10 subjects and 10 samples in each expression are used for training and testing. The basic expressions like, surprise, fear, happy, sad, anger, and disgust are considered in the system.

2. Proposed Facial Emotion Classification method

The proposed architecture in this work contains the following stages: preprocessing of input images, feature extraction, training, classification, and database. Preprocessing of input images includes, face detection and cropping. Feature extraction is the process of deriving unique features from the data and can be accomplished by specific algorithms like Feature averaging, principal component analysis etc. Training of neural network will be done by giving the extracted features as input to the neural network with specified network parameters. Classification will be done by the neural network according to the specified targets in the network.

Figure 1 Architecture of the proposed method

Face images are taken from Cohn Kanade database of facial expressions. The original image contains time and camera model also. For better performance, face is detected and cropped and saved as separate image. The cropped image is then used to extract features. These features are given as input to the neural network and will be trained to gain knowledge.

The testing image will also be preprocessed and features will be extracted and input to the neural network. The classifier of the neural network will classify the expression of the input test image.

Figure 2 Face detection and cropping

In order to perform data reduction, the first step is to take the required data from an image. So the face is detected and cropped from original image as shown in Fig. 2.

Each image is considered as a bunch of matrices of a fixed size and taken average of each matrix in the image, so that the image is reduced to lower dimension.
Facial Component analysis:

A 2-D facial image can be represented as 1-D vector by concatenating each row (or column) into a long thin vector. Let’s suppose we have M vectors of size N (= rows of image * columns of image) representing a set of sampled images. pj’s represent the pixel values. The images are mean centered by subtracting the mean image from each image vector. Let m represent the mean image.

Our goal is to find a set of ei’s which have the largest possible projection onto each of the wi’s. We wish to find a set of M orthonormal vectors ei for which the quantity is maximized with the orthonormality constraint.

It has been shown that the ei’s and i’s are given by the eigenvectors and eigenvalues of the covariance matrix C = WWT where W is a matrix composed of the column vectors wi placed side by side. The size of C is N * N which could be enormous. A common theorem in linear algebra states that the vectors ei and scalars, i can be obtained by solving for the eigenvectors and eigenvalues of the M *M matrix WTW. Let di and µi be the eigenvectors and eigenvalues of WTW, respectively. By multiplying left to both sides by W, which means that the first (M – 1) eigenvectors ei and eigenvalues µi of WWT are given by Wdi and µi, respectively. Wdi needs to be normalized in order to be equal to ei. Since we only sum up a finite number of image vectors, M, the rank of the covariance matrix cannot exceed M -1 (The -1 come from the subtraction of the mean vector m).

The eigenvectors corresponding to nonzero eigen values of the covariance matrix produce an orthonormal basis for the subspace within which most image data can be represented with a small amount of error. The eigenvectors are sorted from high to low according to their corresponding eigenvalues. The eigenvector associated with the largest eigenvalue is one that reflects the greatest variance in the image.

That is, the smallest eigenvalue is associated with the eigenvector that finds the least variance. They decrease in exponential fashion, meaning that the roughly 90% of the total variance is contained in the first 5% to 10% of the dimensions. A facial image can be projected onto M' (<< M) dimensions by computing where vi = eiT wi. vi is the ith coordinate of the facial image in the new space, which came to be the principal component. The vectors ei are also images, so called, eigenimages, or eigenfaces in our case. They can be viewed as images and indeed look like faces. So, Ω describes the contribution of each eigenface in representing the facial image by treating the eigenfaces as a basis set for facial images. The simplest method for determining which face class provides the best description of an input facial image is to find the face class k that minimizes the Euclidean distance Where Ωk is a vector describing the kth face class. If Ωk is less than some predefined threshold θe, a face is classified as belonging to the class k.

Once the eigenfaces have been computed, several types of decision can be made depending on the application. What we call face recognition is a broad term which may be further specified to one of following tasks:

- Identification where the labels of individuals must be obtained,
- Recognition of a person, it must be decided if the individual has already been seen,
- Categorization where the face must be assigned to a certain class.
Since a face is well represented by the face space, its reconstruction should be similar to the original; hence the reconstruction error will be small. Non-face images will have a large reconstruction error which is larger than some threshold $\Theta_r$. The distance $E_k$ determines whether the input face is near a known face.

**Figure 4 Original Face Images of Cohn Kanade Database**

**Figure 5 Eigen Faces of the Original Images**

**Feed Forward Neural Network:**

This architecture specifies the classification with neural network using pattern averaging of input images. The training images were taken and applied the pattern averaging. The remaining features are input to the feed forward neural network to train the network. The neural network will produce the knowledge database. In the process of testing, the test input image will be applied pattern averaging and the remaining features will be used to classify through the neural network classifier and using the knowledge database gained from training. The architecture is shown in the Fig.6.

**Figure 6 Architecture of existing FFNN classification with Pattern Averaging**

**Pattern Averaging with Emotional Back Propagation Neural Network:**

This architecture proposes the classification with neural network using pattern averaging of input images. The training images were taken and applied the pattern averaging. The remaining features are input to the emotional back propagation neural network to train the network. The neural network will produce the knowledge database. In the process of testing, the test input image will be applied pattern averaging and the remaining features will be used to classify through the neural network classifier and using the knowledge database gained from training. The architecture is shown in the Fig.7.

**Figure 7 Proposed architecture of EBPNN classification with pattern averaging**

**PCA with Emotional Back Propagation Neural Network:**

This architecture specifies the classification with neural network using PCA applied on input images. The training images were taken and applied the PCA. The feature vectors collected from the PCA are input to the emotional back propagation neural network to train the network.

The neural network will produce the knowledge database. In the process of testing, the test input image will be
applied PCA and the gained features will be used to classify through the neural network classifier and using the knowledge database gained from training. The architecture is shown in the Fig 8.

![Proposed architecture of EBPNN classification with PCA](image)

**Figure 8** Proposed architecture of EBPNN classification with PCA

The proposed three architectures uses the emotional back propagation neural network architecture. The generalized architecture of the proposed system is shown in Fig 9.

![Generalized EmBP-based neural network](image)

**Figure 9** Generalized EmBP-based neural network

3. Tests, Results & Conclusions

The implementation of neural network consists of training and testing. The training and testing is performed on Cohn Kanade facial expression database. The database consists of 2000 images of 200 subjects. About 600 images were used in this work for the training and testing process. Sample images from the Cohn Kanade database are shown in Fig 4.

It is observed that PCA with back propagation neural network is giving good results than feature averaging (FeaAVG) with back propagation neural network; where as PCA with Emotional back propagation neural network is giving better performance than FeaAVG with emotional back propagation or simple back propagation neural networks, either with PCA or FeaAVG. The tests performed are person dependent tests. The variation in the images of testing and training is more in the database.

The performance of the system is measured by varying the number of images of each expression in training and testing. Following table shows the performance of the proposed method along with the other methods.

<table>
<thead>
<tr>
<th>TRAIN SAMP PLES</th>
<th>TEST SAMPLES</th>
<th>FeaAVG</th>
<th>FFNN</th>
<th>PCA</th>
<th>FeaAVG</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8</td>
<td>75</td>
<td>79</td>
<td>77</td>
<td>77</td>
<td>77</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>85</td>
<td>82</td>
<td>74</td>
<td>74</td>
<td>78</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>80</td>
<td>82</td>
<td>91</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>92</td>
<td>74</td>
<td>86</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>84</td>
<td>87</td>
<td>93</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>96</td>
<td>89</td>
<td>84</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>98</td>
<td>95</td>
<td>98</td>
<td>98</td>
<td>98</td>
</tr>
</tbody>
</table>

The recognition performance increases as the number of training samples increases. The lower the number of training samples the lesser the recognition rate. It is found that the PCA with emotional back propagation neural network is yielding the better results even the training samples are less. The performance plot was shown against various algorithms, number of training images and their performances.
Figure 10 Plot against various results

The confusion matrix is created for each of the test. The test is performed on five subjects.

<table>
<thead>
<tr>
<th>Found</th>
<th>Surprise</th>
<th>Fear</th>
<th>Happy</th>
<th>Sad</th>
<th>Anger</th>
<th>Disgust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surprise</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fear</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Happy</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>40</td>
</tr>
<tr>
<td>Sad</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Anger</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>Disgust</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 11 FeaAVG+FFNN Confusion Matrix

The confusion matrix shows the percentage of correct classifications and mis-classifications also. Diagonal elements show the correct classification results.
All other elements are the mis-classifications. The test and training results of various facial emotional classification methods is shown in Fig.12. Experimental results show that the proposed architecture improves the performance of the facial expressions. Based on the results we can conclude that the proposed emotional back propagation neural network with principal component analysis is best in both cases of minimization of training time of neural network and performance as well. Since the emotional parameters were introduced, the training time for the single iteration may be little more but the overall training time is reduced in achieving the minimization of error.

The performance and training time of the neural network depends on the parameters selected like learning coefficient and momentum factor. The number of hidden neurons is also affecting the performance of the neural network. Experiments were carried out by altering the learning coefficient and number of hidden neurons and the types of sigmoid functions.

The optimal value for learning rate is 0.02, which produces the best performance for facial expression recognition. The number of hidden neurons is same as the number of input neurons. Sigmoid action function is used in both hidden layer and output layer for activating the neurons. In the classification part of the emotional back propagation neural network, the time very less when compared to other neural networks.

The work can be extended to clustering techniques like segmentation for the lower training times and higher performance. Since the training data is still images, there is more dependency on the image data like lighting, illumination conditions, poses of the faces, variations in expression and gender of the person also.
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