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Abstract— The energy crisis witnessed in the early seventies is a serious problem that had happened in the universe. Hence, 
induction of renewable energy into electrical power generation mix can serve as an alternative source to cater for the limited 
reserve of fossil fuels. Wind energy is promising and has emerged as one of the safest, cleanest and fastest growing renewable 
energy in the recent years. The bottleneck of this type of emission free energy is the variability, stochastic, unpredictable and 
complex nature of the wind speed. To harness the energy content in a wind efficiently, it’s of utmost importance to accurately 
predict wind speed and energy with minimum accepted errors for security and economics of wind power utilization. For this 
reason, it becomes necessary to appraise different types of models used in the wind energy forecast. This paper present review 
of available wind speeds and power prediction models and discuss their applications and current developments. Moreover, the 
survey also highlights an overview strength and weakness of these models.  

 

Index Terms— Wind, Wind Energy, Wind Speed, Wind Power, Prediction Model.   

——————————      —————————— 

1 INTRODUCTION                                                                     

urning of fossil based fuels such as: coal, oil and gas for 
generation of electricity is associated with many challeng-

es like greenhouse gasses. Indeed, when these gases are re-
leased to the environment, its effects climate and hence in-
crease global warming directly or indirectly.  

Industrial development and population growth have in-
creased the energy demand globally. Hence, the current sce-
nario of energy resources is insufficient to meet the present 
energy demand. Hike increase in oil and gas prices, shortage 
of reserves witnessed in the past few decades made renewable 
energy option gaining more attraction and recognition. Addi-
tionally, renewable resources such as solar, hydro, biomass 
and wind are the natural sources of energy and a major com-
petitor of the current trend of energy based on hydrocarbons 
that have limited reserves. Among the existing renewable, 
wind energy is the most effective and prosperous in the near 
future but the availability of wind resources varies depend on 
the location.  

Wind energy naturally exists anywhere in the world and is 
considered as a clean and efficient source of energy generation 
that will sustain and maintain the environment. In this re-
gards, wind energy will play an important role in the econom-
ic activities, electricity generation and emission control.  

The dilemma of this type of energy is the intermittent and 
the stochastic nature of wind speed. It is well known that, 
there is a non-linear relationship between wind speed and 
power output of wind turbines, for this reason a small fraction 
deviation of wind speed will lead to a large error output of 
wind driving systems [1-2]. Hence, it is of utmost important to 
predict an accurate and precise wind speed values.  

This paper provides a recent review of wind speed and 
power prediction models previously presented in a literature 
and discuss the strengths and weakness of each model. The 
rest of the paper is structured as follows. Section 2 present 
time scale concerning different wind speed prediction hori-
zons. An overview of wind speed predictions is presented in 
section 3. Wind speed/power is presented in section 4. The 
different prediction model applied in the scientific literatures 
discussed in section 5. Discussion and concluding remarks are 
run down in sections 6 and 7.     

2 WIND SPEED PREDICTION HORIZONS  
Research works on wind speed/power prediction vary de-

pending on the prediction period. Different time scale hori-
zons have been reported in many scientific literatures. The 
time scales pertaining to wind speed predictions are in range 
from minutes to days. A detailed review conducted by [3-4], 
reported that the wind speed forecasting techniques can be 
grouped into very short, short, medium and long term meth-
ods as shown in table 1.  

 Very short-range forecasting: This technique is used 
to forecast wind speed/power values from a few se-
conds to thirty minutes ahead. Its main application 
for electricity market clearing and regulatory actions.  

 Short-range forecasting: The main purpose of short 
term wind speed prediction is to dispatch power out-
put of wind turbines to meet customer need within a 
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little time. The time scale ranges from a few seconds 
to thirty minutes ahead.  

 Medium-range forecasting:  A relative medium-term 
time scale methods is based on wind generator on/off 
decision, operational security and electric market 
purposes. The length of   the forecasting period rang-
es from six hours to 1 day ahead. 

 Long-range forecasting:  This approach of wind fore-
cast is mainly used for unit commitment decisions, 
turn around maintenance scheduling, the prediction 
period of a long term forecasting ranges from 1 day to 
1 week ahead.  

 

3 An Overview of Wind Speed Prediction Techniques 
Several efforts on wind speed/power prediction models 

have already been identified in various literatures. At present, 
a variety of state of the art techniques have been applied for 
wind speed/power prediction. In general, there are four ap-
proaches namely: persistence, numerical weather, and statisti-
cal/artificial neural network and hybrid models. 

I.  Persistence  
This method is based on the assumption that there is a high 

strength correlation between the present and future values of 
wind speed. The technique uses simple linear equations to 
predict the wind speed at time t+x is the same as it was at time 
t. This approach is commonly applied by meteorologist as a 
comparison tool to supplement the numerical wind predic-
tion. The weakness of this method is that, the accuracy of the 
model reduces rapidly with increasing prediction lead time 
[5].   

II. Numerical Weather Based Prediction  
Wind speed is an important parameter in wind energy sys-

tems. The value of wind speed strength is depending on the 
atmospheric weather condition. Hence, the initial stage of 
wind speed forecast is the prediction of future values of the 
necessary weather variables such as temperature, relative hu-
midity, light intensity, dew point, and atmospheric pressure. 
This is applied using Numerical Weather Prediction (NWP) 
model. In general, this approach is based on the kinematic 
physical equation that utilized various weather data and oper-
ates by solving complex mathematical model [6]. The meteoro-
logical variables that are necessary as input of the prediction 
model are not limited to wind speed and direction only, but 
also possibly temperature, pressure and humidity. The dis-
tance between the grid points is known as spatial resolution of 
the NWPs. For the meso scale models the mesh spacing varies 
from few kilometers and up to 50 kilometers. Concerning the 

time axis, the prediction of the most operational models today 
is between 48 hours and 172 hours ahead, this indicates the 
adequacy requirements for the wind power prediction.   

 
III. Statistical and Artificial Neural Network (ANN) 

Prediction Methods  
Statistical approaches are based on time series and ANN, 

this method try to find the relation between variables in order 
to perform estimation, the method is easier, cost effective and 
provide timely predictions [7]. In many applications, they use 
the difference between the predicted and the actual wind 
speeds in the immediate past to tune model parameters [7], 
the advantages of the ANN is to learn the relationship be-
tween input and output without any mathematical formula-
tions. In addition to that statistical methods do not require any 
records beyond historical wind data. However, the accuracy of 
the prediction for these models drop significantly when the 
time horizon is extended long.  

Time series based prediction model for wind speed has re-
ceived considerable attention in the recent years. The models 
used in these methods are Algebraic Curve Fitting (ACF), Au-
to Regressive Moving Average (ARMA), and ARMA with ex-
ogenous inputs (ARMAX), Auto-Regressive Integrated Mov-
ing Average (ARIMA), seasonal and fraction ARIMA, others 
models are Bayesian Model Averaging (BMA), Grey Predictor 
(GP), etc 

ANN models are powerful non linear data driven ap-
proaches. An ANN learns from given sample examples, by 
constructing an input-output mapping to perform predictions 
of future samples. This techniques best suited for wind 
speed/power prediction applications as it consists of many 
interconnected identical simple processing units. The tech-
niques are less time consuming compared to other conven-
tional methods [8].      

IV. Hybrid Methods 
Hybrid methods have been used widely by many authors to 

predict wind speed based on historic data. The method in-
volves the combination of physical and statistical techniques 
or combination of different models at different horizons or 
combining alternative statistical models. The main objectives 
of the hybrid model is the ability to test the model perfor-
mance function based on observed and simulated results be-
tween the two models, unlike statistical approaches that are 
used to determine the optimum weight between the on-line 
measurement and meteorological forecast in ARX type model 
[9]. It should be noted that the model performance can be 
judged using different measure of goodness fit such as: Root 
Mean Square Error (RMSE), Mean Absolute Error (MAE) and 
Mean Bias Error (MBA), Mean Absolute Percentage Error 
(MAPE) etc.  

4 WIND SPEED AND POWER 
Detailed knowledge of wind speed characteristic at a partic-

ular site is premier necessary before installation of wind tur-
bine and also, an extensive investigation need to be carried 
out. Hence, wind speed prediction is regarded as the most 

TABLE 1 
WIND SPEED PREDICTION TIME SCALE [4]. 

Time Horizon Range 
Very short-term Few seconds to 30 minutes ahead 
Short-term 30 minutes to 6 hours ahead 
Medium-term  6 hours to 1 day ahead  
Long –term 1 day to 1 week or more ahead 
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essential thing in wind power estimation. The power output of 
wind turbine is depending on the air density and cubic of 
wind speed as shown in equation 1.  

 
35.0 Avp ρ=       (1) 

where 𝜌 is the air density (kg/m3), A cross sectional area of 
wind turbine (m2) and v is the wind speed (m/s). The wind 
speed estimated at different hub heights can be converted into 
useful energy, the most common method available in the liter-
ature is to use the wind turbine to manufactures power curves 
[11]. Contrary to this, in [12] shows that the best approaches is 
to use the actual wind speed predicted  to develop a wind 
power curve as its give better results compared to manufac-
tures power curves.  

5 WIND SPEED PREDICTION TECHNIQUES  
Studies on wind speed prediction have been reported by 

many authors. Wind resource assessment, modeling and fore-
casting is useful tool for better understanding of wind speed 
fluctuation behavior and also in estimating the energy yield 
output of the wind turbines, since wind fluctuates significant-
ly with time and height.  
 
5.1 Very Short-term Prediction 

As mentioned earlier very short term wind speed model is 
an essential tool for wind turbine control applications. There 
are few literatures adopted or developed a method for very 
short term wind prediction. Among the early research work 
conducted on this range, wind speed prediction for power 
generation in Tasmania, Australia based on Adaptive Neuron 
Fuzzy Inference (ANFIS) was carried out. The ANFIS model 
was developed in different formats; the authors considered 
both wind speed and wind direction data as input parameters. 
The test result based on spline data analysis gives a better ap-
proximation. The proposed model produced results with less 
than 4% mean absolute error, however a comparison was 
made with persistence approach using the same experimental 
data. The model produced an error of 30% [7]. The drawbacks 
of this novel technique are that, the forecasting period is lim-
ited to only wind vector for 2.5minute ahead.  

 An extended model that combines Artificial Intelligence 
(AI) techniques, Fuzzy Logic and ANN’s in the form of a hy-
brid intelligent model that can predict wind parameters and 
wind power output have been proposed in [13]. The model is 
capable and robust to be used in any wind farm, and does not 
require any input parameters. The proposed model offers the 
best accuracy for the forecasting of wind power over 5 to 15 
minute time frame. In addition to that, a new ANN and Mar-
kov Chain (ANN-MC) networks have been successfully im-
plemented for the prediction of very short term wind speed in 
[13]. The results obtained in the study shows that the pro-
posed model has less MAPE and MPE and also lessen the un-
certainties associated with the prediction periods.  

In order to ease the difficulties involved in the prediction 
period, authors in [14] unitized hybrid algorithm using linear 
prediction and Markov chain approaches. The proposed 

methods have been compared to linear, persistent and real 
measured values. The results obtained demonstrate that the 
prediction modification processes give better and accurate 
very short-term predictions, by reducing the maximum per-
centage error and mean absolute percentage error. To improve 
the prediction uncertainty, a new integrated approach based 
on wavelet network and Particle Swarm Optimization (PSO) 
proposed in [15]. PSO algorithm was used for the training of 
the networks. The method is then compared to MLP network 
based on supervised learning algorithm. The results of this 
technique show that the new training method improved sig-
nificantly the Mean Absolute Percentage Error (MAPE) and 
maximum error of prediction. The results are realistic and ro-
bust compared to conventional methods. 
 

 
 
 

It can be observed that the ANN-based approach provide 
a range of powerful techniques for solving problems pertain-

TABLE 2 
MODEL ACCURACY VALIDATIONS  

Authors 
/year 

Methods Type of 
error 

computed 

(%) Remarks 

(Poter and 
Negnevitsky, 
2006) 

Persistence 
Method  
Adaptive 
Neuron 
Fuzzy Infer-
ence System 
(ANFIS) 

Mean 
Absolute 
Error 

30 
 
˂ 4 

The (ANFIS) 
results show 
significant com-
pare to persis-
tence model 

(Pourmousavi 
Kani & Ar-
dehali, 2011) 

Artificial 
Neural Net-
work (ANN) 
Artificial 
Neural Net-
work+ Mar-
kov Chain 
(ANN-MC) 

Mean 
Absolute 
Percentage 
Error 
(MAPE) 

3.6821 
3.1439 

 Error reduction 
by 14% 

(Safavieh et 
al., 2011) 

ANN 
Particle 
Swarm 
Optimization 
(PSO) + 
ANN 

Mean 
Percentage 
Error 
(MPE) 

3.298 
3.260 

The improvement 
is not significant  

(Pourmousavi 
Kani1, et al. 
2011) 

Linear 
Method 
Persistence 
Method  
Linear Pre-
diction+ 
Markov 
Chain 

Mean 
Absolute 
Percentage 
Error 
(MAPE) 

9.1197 
7.5560 
 
6.7671 

The simulation 
result shows that, 
the proposed 
linear prediction 
has less (MAPE). 
The performance 
of the model is 
proved 
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ing very short term win speed prediction at high processing 
speed. The performance of the prediction depends on the abil-
ity to learn the solution to the problem. As indicated PSO al-
gorithm was used to train the network and the whole integrat-
ed approach is applied for wind speed prediction. The ad-
vantage and disadvantages of very short term prediction 
model are summarized in table 2.  

 
5.2 Very Short-term Prediction 

A lot of research works are being done on short-term 
wind speed prediction with divergent ideas. Different tools 
have been developed or reported in literatures. Short-term 
prediction based on NN presented in [16]. The authors consid-
ered wind behavior in terms of fluctuation and lead time vary-
ing from 6 month to a year. A feed forward back propagation 
network using two layers was used along with the conjugate 
gradient algorithm. The results of this study show an error 
reduction in the energy yield of wind turbine.  

Due to non-availability of wind station in some cities of 
Turkey, a Multi-Layer Neural Network (MLNN) with back 
propagation was designed for the purpose of predicting wind 
parameters at some target locations. The network was trained 
and validated for accuracy purposes. The method proves the 
applicability of this technique to model weather parameters 
for wind speed value estimate [17]. 

 Feed Forward Neural Network (FNN) has been used in 
Malaysia to investigate the wind energy potential; the study 
developed a novel ANN model for the predicting hourly wind 
speed and relative humidity. The outcomes of the study shows 
small and acceptable MAPE values in predicting daily and 
monthly wind speed [18]. Furthermore, FNN Network with 
back propagation algorithm was also used for short term wind 
speed prediction in [19]. The study uses observed weather 
station parameters for instance: relative humidity, tempera-
ture, atmospheric pressure, wind gust and wind speed. 
Spearman and Pearson correlation was carried out to obtain 
the best relationship between each meteorological parameter. 
The test results show that the predicted wind speed differs 
from the actual wind speed by a maximum of 5%. 

       A study conducted by [20] reported the possibility of 
using Multi Layer Percetron Neural Network (MLPNN) to 
predict the wind speed were there are no available wind sta-
tion, the network was activated using logistic function, a linear 
back propagation learning algorithm was provide evidence of 
a good design for the short term predicting of wind speed. 
This method does not aim to substitute the meteorological 
models, but can be applied without the need of meteorology 
data. Recurrent Neural Network (RNN) is used for short term 
prediction of wind power in [21]. The authors utilized two 
different datasets, ground and multi-storey meteorological 
observations. Several simulations have been performed in or-
der to properly select network structure. A RNN of three (3) 
layers and eleven neurons in the hidden layer was found to be 
an efficient tool in predicting wind speed and also, for the de-
termination of wind power output.  

Radial basis neural network (RBFN) was proposed to 

solve problems of short term wind prediction using meteoro-
logical wind speed data. Gaussian kernel machine was applied 
to provide a good mechanism to create a wind electricity gen-
eration system. In the absence of historic wind data, RBFNN 
with different sequential learning was used in the study [22]. 
The model divides the values of wind speed using a self orga-
nized map into three different classes and assigns each class to 
a different RBFNN. In order to improve the prediction accura-
cy of network, a novel switching combine’s model that will 
enhance the predictability of wind power output is used in 
[23]. The model consists of HS-ARTMAP and RBFN. The RBF-
pARTMAP is used to approximate the probability rate of eve-
ry regime. The final forecast is attained from the grouping of 
the regimes probabilities with the predictions of the six 
RBFNNs. For online operation, a novel adaptive learning algo-
rithm is applied that will enhances the RBFNN performance 
using the new observation.  

 
5.2.1 Hybrid Short term 

Consecutively, to obtain optimal prediction values of 
short term wind speed, different hybrid models have been 
extensively used in numerous research studies. Authors in 
[24] introduced the application of ANN in combination with 
genetic algorithms (GA). The hybrid model has been devel-
oped by utilizing the non linear mapping ability of ANN, and 
the ability to generate a solution by means of GA. The findings 
of this research show that, the method can handle the varia-
tion behavior of both wind speed and turbine power output.  

A hybrid short term wind speed architecture model is 
presented in [25].The estimator is composed of a linear ma-
chine and a set of customized. The linear machine catalogs the 
samples into several subsets which have been obtained previ-
ously using a clustering algorithm. The proposed prediction 
increase the estimation accuracy compared to single Multi 
Layer Perceptron (MLP).  

Recently, wind speed prediction research studies focused 
on Fuzzy logic control. Authors in [26] used advanced statisti-
cal methods for wind power forecast; the new hybrid ap-
proach is based on artificial intelligence and fuzzy techniques. 
The developed model provides a preliminary predicting of 
wind power based on numerical weather forecasts. A combi-
nation of Neural Networks and fuzzy logic procedures were 
applied for an accurate estimation of a wind farm output. A 
new strategy for wind speed forecasting using hybrid intelli-
gent models based on Fuzzy Artmat (FA) and Wavelet pre-
sented in [27].The WT is used to naughty the wind speed time-
series data in order to obtain constitutive series behavior that 
is superior than the original data. The proposed approach is 
validated and proves to be efficient in short-term wind speed 
prediction. 

A good number of the short-term predictions are targeted 
at a particular site where a wind turbine is installed. To solve 
the problem associated with short term wind speed/power 
prediction. A hybrid approach based on Mesoscale and Neural 
Network is proposed in [28]. The results are encouraging and 
shows that, the hybrid system are reliable and capable able in 
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obtaining a good and efficient short-term prediction results of 
wind speed at specific points. Time series data on wind speed 
indicate typical chaotic behavior, because of this a combina-
tion of phase space reconstruction, Chaos and ANN hybrid 
models were utilized in [29]. Moreover, the prediction accura-
cy is affected by different number of embedding dimension 
which is very difficult to select in phase reconstruction. In or-
der to reduce the effect of reconstructed parameters of the 
chaotic model, a combined system for wind power prediction 
based on multi dimension was added. The linear combination 
and ANN show a modest improved performance of wind 
power output when compared with ANN model.  

 
5.2.2 Hybrid Short term 

A few literatures are available on local short-term predic-
tion. Reference [30] used Feed Forward Multi Layer Percep-
tron (FFMLP) neural network to predict wind speed in the 
region Nganjuk (East Java). The authors considered real time 
data of temperature, relative humidity and light intensity as 
input parameters. The results are validated using Root Mean 
Square Error (RMSE) and Variance Accounted For (VAF). The 
respective obtained RMSE and VAF are 0.011776 and 100.00 
however, for the training simulation 0.9030 and 39.999, while 
for validation process the results are 0.0173890 and 99.1054. 
Similar to this, authors in [31] considered twelve meteorologi-
cal variables, wind speed, wind gust, wind direction, air tem-
perature, relative humidity, air pressure, visibility, sunshine 
duration, net atmospheric duration, rainfall, solar radiation 
and water temperature. A feed-forward neural network with 
back propagation algorithm has been developed and imple-
mented using Sttugart Neural Network (SNN), the results of 
the study undoubtedly indicates the feasibility of this ap-
proach.  

Different methods have been used to contrast perfor-
mances of ANNs, in [32] the study compared between Auto 
Regressive Integrated Moving Average (ARIMA) and ANN 
model used in short-term wind speed prediction. ARIMA 
model is based on Box-Jerking techniques while ANN is using 
MLP. Networks performances were investigated using Mean 
Absolute Percentage Error (MAPE), they concluded their find-
ings that both techniques are suitable for time series data, 
however ANN perform better compared to ARIMA model. 

A study conducted by [33] proposed four computing 
techniques namely, Curve Fitting (CF), Auto Regressive Mov-
ing Average (ARMA), ARIMA and ANN models. The study 
specifically focuses on short term wind speed prediction for 3-
6-12 hours ahead only. The data used is obtained from on-
shore and offshore location. The ANN model was found to be 
efficient and more precise compare with other models studied. 
They summarized their finding that polynomial curve is not 
fit to be accurate, ARMA model is suitable for short term wind 
speed prediction only, and it gives accurate estimated results, 
may be improved by using a Bayesian approach. However, 
ANN shows superior performance for short term wind speed 
prediction. An extensive study on wind speed prediction us-
ing statistical regression and NN have been presented in [34], 

the research considered curve fitting, auto regressive integrat-
ed moving average, extrapolation with periodic function and 
artificial networks methods. It was found that the wind speed 
can successfully be predicted using only previous knowledge 
of wind speed by regression techniques and neural network. 
The validation of each method is shown in table 3. 

 
From the table hereof, it can be observed that, Algebraic 

Curve Fitting (ACF) gives erroneous as the curves represent 
the performance of wind speed. The RMSE using extrapola-

tion method is less than that of ARIMA and Neural network 
model gives similar results as that of extrapolation techniques.  

 ARMA and ANN assessment of short term wind speed 
and power forecast presented in [35]. Three criteria were used 
to evaluate their performances, Mean Relative Error (MRA), 
Mean Absolute Error (MAE) and Root Mean Square Error 
(RMSE). Comparing the two models, it can generally be con-
cluded that both models present similar characteristics, with 
slight performance for the ARMA model and better processing 
time for ANN models.  

A broad investigation of the most widely used models 
(MLP, RBFN and RNN) of predicting short-term wind speed 
based on neural networks and new approach Ensemble Neu-
ral Network [ENN] presented in [36]. The models were trained 
by improving the generalization ability, reducing variance and 
the performances with a relation simple implementation. Each 
network is associated with a training set. The results of the 
study show that, the proposed methodology present series of 
improvements in terms of forecasting accuracy compared to 
other network analyzed. However, the traditional NN seems 
to satisfy a reasonable acceptance forecasting accuracy. RBFN 
performed better than RNN, while the MLP Perceptron 
achieves the lowest accuracy. 

A broad study in [37] demonstrated a comparison be-
tween Support Vector Machine (SVM) and RBFN for short-
term wind speed prediction. This technique systematically 
shows the easiest way to predicting wind speed and then 
power output. They concluded their findings that comparing 
with the reference persistence and the RBFN models, the novel 
approach improved the wind power forecast significantly. In 
relation to this, another comparison between Neural Network 

TABLE 1 
VALIDATION RESULT OF EACH METHOD 

Method Validation RMSE (m/s) 
Algebraic 
Curve Fitting 
(ACF) 

RMSE increase 
with time of 
prediction 

1.89 

ARIMA 52% of data 
error < 1.5m/s 

2.12 

Extrapolating 
(CF) 

62-70% error is 
<1.5m/s 

0.984 

NN 65% of data 
error < 1.5m/s 

0.976 
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with back propagation algorithm and Support Vector Machine 
(SVM) model was presented in [38]. SVM models take less 
computational time compared to ANN. The downside of SVM 
is difficulties in determining the parameters.   However, [39] 
added that the efficiency of SVM can be improved through 
hybridization of SVM and simulated annealing for automatic 
optimization of SVM parameters. The proposed method in-
creases the prediction accuracy of maximum speed by 34.45%.  

In a different study, Measure-Correlate Predict (MCP) 
techniques for short-term wind speed forecast proposed in 
[40]. This approach is based on wavelet method using short 
term data collected at the target site. The proposed method 
has been shown to provide accurate and precise reliable esti-
mation compare with simple regression model. The results of 
the study are summarized in table using 21 day forecast peri-
od. The computed mean absolute error difference between the 
two methods is decreasing with an increase in prediction peri-
od. 
5.3 Medium term Prediction 

From the literature, a large amount of the medium-term 
wind speed prediction techniques used NNs, physical model, 

hybrid model, a combination of both or novel approaches. A 
time series measured wind speed data were transformed us-
ing wavelet into different frequencies. An approximate solu-
tion of the model is the reconstructed to contain original data 
to predict of the next 24 hours wind speed. The method is then 
validated based on MSE, out of four models tested only two 
outperformed the persistence approach [41]. 

A Feed Forward Neural Network (FFNN) is applied by 
trial and error techniques to predict the medium short-term 
wind speed. The model is trained by Levenbergg-Marquat 
algorithmic. The computed MAPE of the developed model is 
less than 12% compared to other traditional methods [42].  

 
 
Hybrid methods also used to predict wind speed. Numer-

ic Weather Prediction and Radial Basis Function Network 
have been utilized to predict 1 to 24 hours wind speed. Results 
are compared based on MAPE and RMSE against persistence 

and NWP, which indicates a significant improvement of 46% 
for persistence approach. F-ARMA model is also used to eval-
uate and predict wind speed within the medium term range 
(24-48 hours). The parameters were computed using maxi-
mum likelihood method [26]. The results of the study based 
on COD strongly indicates less error compared to persistence 
and ARMA models.  

In a study conducted by [43], Eta model was developed in 
order to determine the performance of a regional Numeric 
Weather Prediction, results of 12-36 hours wind speed are 
compared with the nearest observed data at 10m height above 
the ground level. The outcomes of the validated model show 
low MAE, MAPE and high COD of 0.8. Authors in [44] devel-
oped two stage training hybrid models for the prediction of 1 
to 48 hours wind speed. A Bayesian clustering algorithm is 
used for input training data set and a support vector regres-
sion fit the training data of each subset in supervised learning. 
This method improves the persistence procedures by more 
than 40%.  

Wind speed forecast for 1-24 hour ahead based on Gaussi-
an distribution function presented in [45]. The predicted data 
shows that their kurtosis varies from 3 to 10. However, the 
data match with Beta distribution. To test the performance of 
this distribution model, the predicted values were arranged 
into numerous power storage bins and probability distribution 
function within each one is fit on the beta distribution. Results 
in a 24 hour a head prediction shows that the Beta distribution 
function fits the actual dataset.  

 
5.4 Long term Prediction 

There has been significant works on long term wind speed 
prediction. In the literature [46] three types of Neural network 
namely Recurrent Network Infinite Impulse Multi Layer Per-
ceptron (IIMP), Local Activation Feedback Multi Layer Net-
work (LAF-MLN) and Diagonal Neural Network (DRNN) has 
been applied in order to predict long time data for a wind 
park on the Greek island of Crete. All the networks are con-
nected with an internal feedback by means of an IIR synaptic 
filter. Two novel learning schemes are suggested and optimal 
online training in order to update the network weight based 
on the recursive prediction error algorithm. After extensive 
experimentation has been conducted, three networks are com-
pared to two static models, a finite-impulse response NN (FIR-
NN) and a conventional static-MLP network. Based on the 
simulated results, demonstrate that the recurrent models, 
trained by the suggested methods, outperform the static ones 
while they exhibit significant improvement over the persistent 
method.  

Three layer model neural networks based on nonlinear 
prediction for long-term wind speed prediction presented in 
[47]. Real wind speed data based on experimental results is 
applied for verification.  

 
The evaluation result shows that for 50 % of tracing the error 
size is less than 5 %, while the maximum error is 28 %. 

Although, wind speed generally shows nonlinear, non-

TABLE 4 
ERRORS BASED ON PREDICTION PERIODS. 

Stations 
Forecast period 

(days) 

Mean Residual Sum of Squares 
(MRSS) 

Absolute Error 
Differences  

Wavelets Regression 

     
 5 

10 
21 

6.20 
5.40 
5.46 

8.08 
6.89 
6.48 

1.88 
1.49 
1.02 

 5 
10 
21 

4.80 
4.36 
6.95 

16.69 
12.74 
9.09 

11.89 
8.38 
2.14 

 5 
10 
21 

3.29 
3.59 
4.39 

7.00 
6.57 
5.51 

3.71 
2.98 
1.12 
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stationary and chaotic behavior, a new hybrid model for long-
term wind speed prediction based on first definite season in-
dex method and Autoregressive Moving Average (ARMA) 
proposed in [48]. A seasonal variation phenomenon that af-
fects the electrical load and wind speed has been addressed. 
The simulated results indicate the adequacy of the proposed 
models used in wind speed forecast. This procedure can en-
hance volatility forecasting ability of the well-known ARMA 
and GARCH model. The results show that the new forecasting 
procedure using either the ES-ARMA model or the ES-
GARCH model gives better performance. Consequently, this 
study has been able to touch on the effective methods to per-
form the long- term prediction problems. 

RNN using Elaman architecture has been proved to be an 
efficient tool for time series data forecasting. In fact, it is possi-
ble to predict preferred results by using only historic wind 
speed data in the short term.  Recent study performed in [49], 
proposed the appliance of RNN for wind power output pre-
diction. The validity of the suggested method was confirmed 
by comparing predicted results with that obtained from RNN. 
It is found that the forecasting errors are greatly minimized by 
bring in of RNN. Hence, the proposed RNN shows a good 
performance with forecast output power of wind generator. 
The merit of this method is that, it does not require any com-
plicated calculations and mathematical model, rather it only 
need valid wind speed datasets.  

Measure-Correlate-Predict are the most widely used 
method for long time wind speed prediction. This method for 
assessing the wind velocity at a targeted site based on meas-
urements from the nearby weather station, the measurements 
need to be taken at the candidature site for not less than six 
months. A new strategy for long term wind speed forecast 
based on Round Robin site assessment. The method is based 
on the simultaneous measurements at each site over the whole 
year, so that the total measurements period comprises of 
smaller segments of measured data. This measured dataset is 
then utilized in the measure-correlate-predict (MCP) method 
to predict the long-term wind values at the site. This method 
aims to add to the number of sites assessed in a single year, 
without the sacrifice in accuracy and precision that usually 
accompanies with shorter measurement periods. The perfor-
mance of the round robin site assessment method was com-
pared to the standard method, in which the measured data are 
continuous. The results prove that the round robin site as-
sessment method is an effective monitoring strategy that ad-
vances the accuracy and reduces the uncertainties of MCP 
predictions for measurement periods less than one year. In 
fact, the round robin site assessment method compares favor-
ably to the accuracy and uncertainty of a full year of resource 
assessment [50]. An improved MCP technique for the predic-
tion of long term wind speed in a region of complex topogra-
phy reported in [51].  
 
The method was improved by introducing NN to accurately 
map one wind speed/direction vector into another and pre-
dict the wind speed /direction concurrently. This method 

helps in eliminating the linear assumptions required in stand-
ard MCP techniques.  

6  DISCUSSION    
Detailed knowledge of wind speed is an essential function of 
wind power project. Recently, wind speed/power prediction 
is given a lot of attention due to the variability nature of wind 
speed coupled with the need to deal with the non-linear non-
stationary characteristics of time series wind speed modeling. 
Generally, from the survey reported hereof, a general sum-
mary can be drawn as follows: 

• Data acquisition and preprocessing: the input data 
require to develop the prediction model such as time 
series, fuzzy logic or Neural Network models 

• Data conversion and normalization; the processed da-
ta is then undergoes a series of conversion and nor-
malization in order to reduce the errors that may arise 
during the training stage.    

• Selection of the proper input parameter: most of the 
research conducted used statistical analysis to com-
pute the amount of dependency between the meteoro-
logical values. Pearson type I and II, Spearman rank 
correlation and Principal Component Analysis (PCA) 
correlation methods were used to measure and inter-
pret the strength of a linear or nonlinear relationship 
between two continuous variables. This phase is very 
important because unnecessary, the input data may 
slow the model performance.    

• Network design and training: the prediction model is 
normally differs from one site to another, this is noted 
due to different geographic settings and weather con-
ditions. Extensive leaning should be avoided as the 
model tends to over parameterized.      

• Implementation and validation: this phase goes hand 
in hand, implementation means determining of the 
parameters. Most if not all the research reported used 
trial and error method. Validation is also important 
for Neural Network in order to test the performance 
behavior of the model; this can be achieved by com-
puting.   

From a comparative perspective reported in this paper, 
the NN model present series of advantages over other model 
especially for dealing with nonlinear variable without the de-
velopment of any mathematical model and presents the best 
performance. This is noticeable, where different characteristics 
of the error distribution are apparent. The percentage errors 
are minimal compared to other methods for all the prediction 
model horizons; the maximum prediction errors are also neg-
ligible. Hence the Neural Network model gives best results for 
all prediction models with less processing time.          

7 CONCLUSION     
This paper presented a review of wind speed/power pre-

diction model at different prediction periods. Wind 
speed/power prediction using different models is very chal-

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 1, January-2014                                                             1767 
ISSN 2229-5518 

IJSER © 2014 
http://www.ijser.org  

lenging and requires several weather parameters should to be 
considered. Depending on the prediction method range avail-
able for this purpose. Although, different optimization models 
has been applied in many scientific literatures. A great deal of 
work should be directed toward the enhancement of these 
models.    
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