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Abstract— PID control scheme is still providing simple and effective solutions to the many control engineering problems. Today many real world problems are nonlinear and time varying, control of such problems are very difficult with the conventional designed PID controller. This paper presents a new designing technique of PID controller, which can effectively control the nonlinear optimization problems. The technique which has been introduced in this research is particle swarm optimization. It is population based stochastic optimization algorithm derived from human behavior and animal behavior as well. Conventional gain tuning schemes such as Ziegler Nichols method usually produces big overshoot therefore modern approach has been used in this paper to tune the parameters of PID controller. For designing of PID controller different performance indices have been used here for different plant transfer functions.

Index Terms—Fitness function, Particle Swarm Optimization, PSO parameters, PID tuning, Social behavior, Time varying inertia weight, Ziegler Nichols Tuning method.

1 INTRODUCTION

PID control is the most ancient and the strongest control method in process industries. With the advancement in technology control systems are becoming more and more complex day by day. Conventional PID control is not able to solve such complex problems. In recent years many intelligent controllers have been introduced such as fuzzy PID controller, neural network and so on. The intelligent PID controllers having the properties such as self adaptability, self learning ability and self organization are able to control complex systems [11].

PID controller is widely used in industrial control systems. PID controller calculates the error between set point value and measured response. The objective of PID controller is to minimize the generating error. PID controller calculation involves three terms proportional, derivative and integral [12]. The purpose of proportional term is to determine the reaction of current error, integrating term determines the reaction of sum of current error and derivative term determines the rate of error generating. The objective of PID controller tuning is to design such a controller which meet the desired closed loop performance. A PID controller improves the transient response of the system by reducing the overshoot in the step response, and by reducing the settling and rise time. Standard methods of PID tuning involve Ziegler Nichols [4], Cohen-coon’s [6], Astrom and Hagglund [5] and many other techniques. This paper presents soft computing technique for designing an intelligent PID controller.

Particle swarm optimization has been used here for the tuning of PID controller. PSO is a population based stochastic optimization algorithm which is first proposed by Eberhart and Kennedy in 1995 [3]. This technique is derived from research on biological organism such as bird flocking and fish schooling. Craig Reynolds (1987) [1] showed that flock is simply the result of the interaction between the behaviours of individual birds. To simulate a flock we simulate the behaviour of an individual bird. He concluded that to build a simulated bird flock model following three simple rules must be followed: Velocity Matching, centring of bird flock and avoid collisions. Work of Kennedy and Eberhart was influenced by Heppner and Grenander’s (1990) work on simulated behaviour of bird [2].

This section presents introduction about PID controller and proposed scheme of PID tuning, section II presents model of the plant, section III contains model intelligent PID controller, section IV presents particle swarm optimization, section V contains PSO based controller, section VI presents simulation results and comparison and finally section VII contains conclusion.

2 PROBLEM FORMULATION

Three plants have been used here for the study. Mathematical model of plants are:

1) Mathematical model of DC shunt motor is given by [12]:

\[ G_1(s) = \frac{Y(s)}{U(s)} = \frac{0.01}{0.005s^2 + 0.006s + 0.1001} \] (1)

2) Mathematical model of electric DC motor is [13]
\[ G_2(s) = \frac{0.9}{0.00105s^2+0.2104s+0.8913} \]  

(2)

3) Mathematical model of time delayed process[14]

\[ G_3(s) = \frac{e^{-1s}}{(s+1)} \]  

(3)

3 DESIGN OF INTELLIGENT PID CONTROLLER

Objective of tuning method is to find a set of controller parameters which gives better results. They provide a control signal which is given by:

\[ u(t) = k_p e(t) + k_i \int e(t) dt + k_d \frac{de(t)}{dt} \]  

(4)

where 'e' is the error, \(k_p\), \(k_i\) and \(k_d\) are controller parameters, and 'u' is controller output. Block diagram of PID controller is shown in fig.1 and block diagram of Intelligent PID controller is shown in fig.2.

![Fig.1. Block diagram of PID controller](image1)

![Fig.2. Block diagram of Intelligent PID controller](image2)

The objective of PID controller is to adjust parameters like that system perform better in the wide range of operating conditions. PID controller improves the transient as well as steady state response of the system. PSO tuned PID controller is shown in fig.2 in which parameters are adjusted by PSO algorithm [11].

4 PARTICLE SWARM OPTIMIZATION: BASIC CONCEPTS

In 1995 James Kennedy and Russel Eberhart [3] proposed first simulation which was influenced by Heppner and Grenander’s (1990) work on simulated behaviour of bird [2].

In PSO a number of particles are placed in the search space of some problem. Each particle in the swarm evaluates the objective function at its current location. Each particle then move through the search space according to the history of its own current and best location of neighbourhood in the swarm on each iteration. The next iteration takes place after all particles have been moved. In PSO swarm moves like a bird flock searching for food. Each individual in the swarm is composed of three d-dimensional vectors, where d is the dimension of the search space. Three vectors are the current position \(x_i\), the previous best position \(p_i\), and the velocity \(v_i\).[9]. The PSO algorithm based on the concept that individual member refine their knowledge about the search space by social interaction. In PSO each member is called particle and population is called swarm. The term ‘swarm’ means irregular movement of particles.

Particle swarm optimization is a member of swarm intelligence family it has some advantages over other intelligent optimization techniques [10]:

1) It is simple to implement
2) There are fewer parameters to adjust
3) It has more effective memory capability
4) It uses a relatively small population
5) It is fast
6) PSO is more effective in maintaining diversity of swarm and lead to fast convergence

These advantages have given it popularity to solve nonlinear optimization problems in the field of evolutionary computation. PSO have been successfully applied in many areas of system design, system modeling, system identification, signal processing, pattern recognition, robotic applications. The algorithm of PSO include following steps [8]:

1) Initialize the swarm by assigning random position and velocity to each particle.
2) Evaluate fitness function for each particle.
3) Compare the current fitness value with the pbest value of the particle in history.
4) If current fitness value is better than the previous best value (pbest), then set this value as current pbest.
5) Now best evaluated value of pbest is set as gbest value.
6) Update the velocity and position of the particles according to the equation (5) and (6).
7) Repeat the steps 2 to 6 until sufficiently good stopping criterion is met such as maximum number of iterations or best fitness value.

Update in particle’s velocities and positions are given by following equations:

\[ v_{n+1}^{k+1} = w \cdot v_{n}^{k+1} + c_1 \cdot r_1 \cdot (p_{\text{best},n} - x_{n,d}^{k}) + c_2 \cdot r_2 \cdot (g_{\text{best}} - x_{n,d}^{k}) \]  

(5)

\[ x_{n,d}^{k+1} = x_{n,d}^{k} + v_{n,d}^{k+1} \]  

(6)

\(n=1,2,\ldots,N,\ d=1,2,\ldots,d\text{ and }k=1,2,\ldots,T\)

where,
N          Number of particles
D          Dimension of the problem space
T          Maximum number of iterations
\(v_{n,d}^{k+1}\)       Velocity of \(n^{th}\) particle with dimension \(d\) at
iteration \(k+1\)
if \(v_{ij}^{(k)} > v_{\text{max}}\) then \(v_{ij}^{(k)} = v_{\text{max}}\)
else if \(v_{ij}^{(k)} < -v_{\text{max}}\) then \(v_{ij}^{(k)} = -v_{\text{max}}\)
\(x_{n,d}\)       Current position of \(n^{th}\) particle with dimension
\(c_{1,2}\)       Acceleration factors
\(r_{1,2}\)       Random numbers between \([0,1]\)
pbest_{n,d}       Personal best value of \(n^{th}\) particle with
dimension \(d\)
gbest_{n,d}       Global best value of swarm
\(w\)          Inertia weight

Most of the PSO strategies use time varying inertia weight. This inertia weight may be linear or nonlinear and increasing
or decreasing in nature.
Shi and R. Eberhart proposed a new method in 1998 [7]. In this
method the value of ‘\(w\)’ starting with the value greater than 1
and decreasing eventually to a value less than 1 so later on it
was kept linear from 0.9 to 0.4. Inertia weight ‘\(w\)’ is given by:
\[w(\text{iter}) = w_{\text{max}} - \left(\frac{w_{\text{max}} - w_{\text{min}}}{\text{iter}_{\text{max}}}\right) \times \text{iter}\]  
(7)

TABLE 1
<table>
<thead>
<tr>
<th>TIME DOMAIN PERFORMANCE SPECIFICATIONS FOR PLANT 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Overshoot(%)</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>ITAE</td>
</tr>
<tr>
<td>IAE</td>
</tr>
<tr>
<td>ISE</td>
</tr>
</tbody>
</table>

TABLE 2
<table>
<thead>
<tr>
<th>TIME DOMAIN PERFORMANCE SPECIFICATIONS FOR PLANT 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Overshoot(%)</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>ITAE</td>
</tr>
<tr>
<td>IAE</td>
</tr>
<tr>
<td>ISE</td>
</tr>
</tbody>
</table>

TABLE 3
<table>
<thead>
<tr>
<th>TIME DOMAIN PERFORMANCE SPECIFICATIONS FOR PLANT 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Overshoot(%)</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>ITAE</td>
</tr>
<tr>
<td>IAE</td>
</tr>
<tr>
<td>ISE</td>
</tr>
</tbody>
</table>

Comparison of different performance indices for plant 1, plant
2 and plant 3 are shown in fig 3, fig 4 and fig 5. From the results
we can see that integral time of absolute error perform-
nace criterion gives better results than other performance criterion. It produces less overshoot in all the three case and optimum value is achieved by it.

7 CONCLUSION
A new optimization technique has been implemented here on three different plant transfer functions for obtaining the step response of systems for different performance indices. From the results obtained, it is clear that integral time of absolute error gives good results in time domain compared to other performance indices. It does not give big overshoot and also give less settling time and less rise time.
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