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Abstract: Clustering is an unsupervised classification method widely used for classification of remote sensing images. As the spatial resolution of remote sensing images getting higher and higher, the complex structure is the simple objects becomes obvious, which makes the classification algorithm based on pixels being losing their advantages. In this paper, four different clustering algorithms such as K-means, Moving K-means, Fuzzy K-means and Fuzzy Moving K-means are used for classification of remote sensing images. In all the traditional clustering algorithms, number of clusters and initial centroids are randomly selected and often specified by the user. In this paper, the estimation of number of clusters and initial centroids using Empirical Mode Decomposition algorithm (ECEMD) for the histogram of the input image will generate the number of clusters and initial centroids required for clustering. It overcomes the shortage of random initialization in traditional clustering and achieves high computational speed by reducing the number of iterations. The experimental results show that Fuzzy Moving K-means has classified the remote sensing image more accurately than other three algorithms.
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1 INTRODUCTION

Remote sensing can be defined as any process whereby information is gathered about an object, area or phenomenon without making physical contact with the object [1]. The remote sensing technology (aerial sensor technology) is used to classify objects on the Earth (both on the surface, and in the atmosphere and oceans) by means of propagated signals. New opportunities to use remote sensing data have arisen, with the increase of spatial and spectral resolution of recently launched satellites. Remote sensing image classification is a key technology in remote sensing applications [2]. Rapid and high accuracy remote sensing image classification algorithm is the precondition of kinds of practical applications. In remote sensing, sensors are available that can generate multispectral data, involving five to more than hundred bands.

At present, there is different image classification methods used for different purposes by various researches. These techniques are distinguished in two main ways as supervised and unsupervised classifications [3]. Supervised classification has different sub-classification methods which are named as parallelepiped, maximum likelihood, minimum distances and Fisher classifier methods. Unsupervised classification has evolved in two basic strategies [4], Iterative and Sequential. In an iterative procedure such as K-Means or ISODATA, an initial number of desired clusters are selected, and the centroid locations are then moved around until a statistically optimal fit is obtained. In a sequential algorithm such as Classification by Progressive Generalization, the large number of spectral combinations is gradually reduced through a series of steps using various proximity measures [5] [10].

In this paper, we used four different clustering algorithms for classification of remote sensing image. In the clustering algorithms, parameters such as cluster number and initial centroid positions are chosen randomly and often specified by the user. Instead of randomly initializing the parameters in the clustering algorithms, the ECEMD algorithm on the histogram of input image will automatically determine the cluster centers and the number of clusters in the image. The ECEMD algorithm is extension of EEMD algorithm presented in [16]. Using ECEMD algorithm as a preliminary stage with clustering algorithms reduces the number of iterations for classification and costs less execution time. The qualitative and quantitative results show that Fuzzy Moving K-means clustering algorithm has classified the image better than other clustering algorithms.

The paper is organized as follows: Section 2 presents the Empirical Mode Decomposition (EMD) Algorithm and estimation of number of number of clusters and initial centroids using EMD (ECEMD), Section 3 presents the K-means clustering algorithm, Section 4 presents Moving K-means clustering algorithm, Section 5 presents Fuzzy C-means clustering algorithm, Section 6 presents Fuzzy Moving K-means Clustering algorithm, Section 7 presents Experimental results and finally Section 8 report conclusions.

2 EMPIRICAL MODE DECOMPOSITION
The Empirical Mode Decomposition (EMD) proposed by Dr. Norden Huang [12], was a technique for analyzing nonlinear and non-stationary signals. It serves as an alternative to methods such as wavelet analysis and short-time Fourier transform. It decomposes any complicated signal into a finite and often small number of Intrinsic Mode Functions (IMF). The IMF is symmetric with respect to local zero mean and satisfies the following two conditions.

1. The number of extrema and the number of zero crossings must either be equal or differ by one.
2. At any point, the mean value of the envelope defined by local maxima and local minima is zero, indicating the function is locally symmetric.

The decomposition method in EMD is called Shifting Process [13]. The shifting process of the 1-dimensional signal can be adapted as follows.

1. Let \( I_{\text{original}} \) be the original signal to be decomposed. Let \( j=1 \) (index number of IMF), Initially, \( I=I_{\text{original}} \).
2. Identify the local maxima and local minima points in \( I \).
3. By using interpolation, create the upper envelope \( E_{\text{up}} \) of local maxima and the lower envelope \( E_{\text{lw}} \) of local minima.
4. Compute the mean of the upper envelope and lower envelope.
   \[ E_{\text{mean}} = \frac{E_{\text{up}} + E_{\text{lw}}}{2} \]
5. \( I_{\text{imf}} = I - E_{\text{mean}} \).
6. Repeat steps 2-5 until \( I_{\text{imf}} \) can be considered as an IMF.
7. \( IMF(j) = I_{\text{imf}}, j=j+1, I = I_{\text{imf}} \).
8. Repeat steps 2-7 until, the standard deviation of two consecutive IMFs is less than a predefined threshold or the number of extrema in \( I \) is less than two.

The first few IMFs obtained from EMD contain the high frequency components which correspond to salient features in original image and the residue represents low frequency component in the image. The original image can be recovered by inverse EMD as follows:

\[
I = \text{RES} + \sum_{j} IMF(j) \tag{1}
\]

**ESTIMATION OF NUMBER OF CLUSTERS & INITIAL CENTROIDS USING EMD (ECEMD)**

1. Let \( h(k) \) be the histogram for the input image \( I \) with \( k=0, \ldots, G \) and \( G \) being the maximum intensity value in the image.
2. Calculate the probability mass function \( p(k) \) for the input image histogram.
   \[
p(k) = \frac{h(k)}{M} \tag{2}
   \]
   where \( M \) is the total number of image pixels.
3. Divide the normalized histogram \( p(k) \) into IMFs using empirical mode decomposition. The first IMF carries the histogram noise, irregularities and sharp details of the histogram, while the last IMF and residue describe the trend of the histogram. On the other hand, the intermediate IMFs describe the initial histogram with simple and uniform pulses.
4. Consider the summation of intermediate IMFs as follows:
   \[
   I_{\text{INT}} = \sum_{j=2}^{n-2} IMF_j \tag{3}
   \]
   where \( n \) is the number of IMFs.
5. Determine all local minima in \( I_{\text{INT}} \).
   \[
   I^* = \left\{ \min_{i \in I_{\text{INT}}} I_{\text{INT}}(T) \right\} \tag{4}
   \]
   \( I^* \) is the vector carrying all local minima. All those local minima could express image clusters, but most of them are very close to each other and some of them lie too high to be a cluster. So, truncate the local minima to the important ones that could express an image cluster.
6. The truncation process is carried out in two steps. In the first step, the algorithm truncates all local minima that have a value larger than the threshold, where threshold is equal to average of the values of local minima. The truncation step is expressed as follows:
   \[
   thr = \frac{1}{2N^*_I} \sum_{i \in I^*} I^*_i \tag{5}
   \]
   where \( N^*_I \) is the number of local minima belonging to \( I^* \) and \( I^*_i \) is the local minima belonging to vector \( I^* \).
\[ I' = \{ I'_i \}, \text{ if } I'_i < \text{thr and } I'_i \in I^* . \] (6)

Where \( I' \) consists of all local minima which are less than the estimated threshold \( \text{thr} \).

7. In the second truncation step, the algorithm applies an iterative procedure that calculates the number of image pixels belonging to each candidate image cluster and prunes the cluster with smallest number of image pixels (less than 2 percent of total number of image pixels). The pruned candidate clusters are merged with their closest image clusters.

8. The number of elements in final vector \( I' \) represents the number of clusters denoted by NC.

9. Determine the local maxima in \( \mathbf{I}_{\text{INT}} \).

\[ I_{\mathbf{M^*}} = \min \mathbf{I}_{\text{INT}}(T) \] (7)

\( \mathbf{I}_{\mathbf{M^*}} \) is the vector carrying all local maxima.

10. Sort the vector \( \mathbf{I}_{\mathbf{M^*}} \) in descending order. The corresponding values (X-coordinate values) for the first NC values in vector \( \mathbf{I}_{\mathbf{M^*}} \), represent the initial centroids.

### 3 K-MEANS CLUSTERING ALGORITHM

K-means is one of the basic clustering methods introduced by Hartigan [6]. This method is applied to classify the remote sensing image in recent years. The K-means clustering algorithm for classification of remote sensing image is summarized as follows [14]:

Algorithm K-means(x, N, c)

Input:
- \( N \): number of pixels to be clustered;
- \( x = \{x_1, x_2, x_3, \ldots, x_N\} \): pixels of remote sensing image;
- \( c = \{c_1, c_2, c_3, \ldots, c_j\} \): clusters respectively.

Output:
- \( c_l \): cluster of pixels

Begin

Step 1: cluster centroids and number of clusters are determined by ECEMD algorithm.

Step 2: compute the closest cluster for each pixel and classify it to that cluster, ie: the objective is to minimize the sum of squares of the distances given by the following:

\[ \Delta_{ij} = \| x_i - c_j \| \cdot \arg \min_{i=1}^{N} \sum_{j=1}^{C} \Delta_{ij}^2 \] (8)

Step 3: Compute new centroids after all the pixels are clustered. The new centroids of a cluster are calculated by the following

\[ c_j = \frac{1}{N_j} \sum_{i=1}^{N} x_i \text{, where } x_i \text{ belongs to } c_j . \] (9)

Step 4: Repeat steps 2-3 till the sum of squares given in equation is minimized.

End.

### 4 MOVING K-MEANS CLUSTERING ALGORITHM

The Moving K-means clustering algorithm is the modified version of K-means proposed in [7]. It introduces the concept of fitness to ensure that each cluster should have a significant number of members and final fitness values before the new position of cluster is calculated. The Moving K-means clustering algorithm for classification of remote sensing image is summarized as follows:

Algorithm Moving K-means(x, N, c)

Input:
- \( N \): number of pixels to be clustered;
- \( x = \{x_1, x_2, x_3, \ldots, x_N\} \): pixels of remote sensing image;
- \( c = \{c_1, c_2, c_3, \ldots, c_j\} \): clusters respectively.

Output:
- \( c_l \): cluster of pixels

Begin

Step 1: cluster centroids and number of clusters are determined by ECEMD algorithm.

Step 2: compute the closest cluster for each pixel and classify it to that cluster, ie: the objective is to minimize the sum of squares of the distances given by the following:

\[ \Delta_{ij} = \| x_i - c_j \| \cdot \arg \min_{i=1}^{N} \sum_{j=1}^{C} \Delta_{ij}^2 \] (10)

Step 3: The fitness for each cluster is calculated using

\[ f(c_k) = \sum_{i \in c_k} (\| x_i - c_k \|)^2 \] (11)

All centers must satisfy the following condition:

\[ f(c_k) \geq \alpha_s f(c_i) \] (12)

where \( \alpha_s \) is small constant value initially with value in range \( 0 < \alpha_s < \beta \), \( c_i \) and \( c_k \) are the centers that have the smallest and the largest fitness values. If (5) is not fulfilled, the members of \( c_i \) are assigned as members of \( c_k \), while the
rest are maintained as the members of c. The positions of c_s and c_c are recalculated according to:

\[ C_s = \frac{1}{n_{cs}} \left( \sum_{j \in c_s} x_j \right) \]  
\[ C_c = \frac{1}{n_{cl}} \left( \sum_{j \in c_c} x_j \right) \]  

The value of \( \alpha_a \) is then updated according to:

\[ \alpha_a = \frac{\alpha_a - \alpha_a / n_c}{\sum} \]  

The above process are repeated until (12) is fulfilled. Next all data are reassigned to their nearest center and the new center positions are recalculated using (9).

Step 4: The iteration process is repeated until the following condition is satisfied.

\[ f(c_i) \geq \alpha_a f(c_i) \]  

End.

5 FUZZY C-MEANS CLUSTERING ALGORITHM

The Fuzzy C-means [8] [9] is an unsupervised clustering algorithm. The main idea of introducing fuzzy concept in the Fuzzy C-means algorithm is that an object can belong simultaneously to more than one class and does so by varying degrees called memberships. It distributes the membership values in a normalized fashion. It does not require prior knowledge about the data to be classified. It can be used with any number of features and number of classes. The Fuzzy C-means is an iterative method which tries to separate the set of data into a number of compact clusters. It improves the partition performance and reveals the classification of objects more reasonable. The predefined parameters such as number of clusters and initial clustering centers are provided by ECEMD algorithm. The Fuzzy C-means algorithm is summarized as follows:

Algorithm Fuzzy C-Means (x,N,c,m)

Input:
N=number of pixels to be clustered;
\( x = \{x_1, x_2, ..., x_N\} \): pixels of remote sensing image;
c =\{c_1,c_2,c_3,...,c_j\} : clusters respectively.
m=2: the fuzziness parameter;

Output:
u: membership values of pixels and clustered Image

Begin
Step_1: Initialize the membership matrix \( u_{ij} \) is a value in (0,1) and the fuzziness parameter m (m=2). The sum of all

\[ \sum_{j=1}^{c} u_{ij} = 1 \]  

for all i=1,2,……N, where c is the number of clusters and N is the number of pixels in remote sensing image.

Step_2: Compute the centroid values for each cluster c_j. Each pixel should have a degree of membership to those designated clusters. So the goal is to find the membership values of pixels belonging to each cluster. The algorithm is an iterative optimization that minimizes the cost function defined as follows:

\[ F = \sum_{j=1}^{N} \sum_{i=1}^{c} u_{ij}^m \left\| x_j - c_i \right\|^2 \]  

where \( u_{ij} \) represents the membership of pixel \( x_j \) in the ith cluster and m is the fuzziness parameter.

Step_3: Compute the updated membership values \( u_{ij} \) belonging to clusters for each pixel and cluster centroids according to the given formula.

\[ u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \left\| x_j - c_k \right\|^2 \right)^{2(m-1)}} \]  

and

\[ v_i = \frac{\sum_{j=1}^{N} u_{ij}^m x_j}{\sum_{j=1}^{N} u_{ij}^m} \]  

Step_4: Repeat steps 2-3 until the cost function is minimized.

End.

6 FUZZY MOVING K-MEANS CLUSTERING ALGORITHM

In the Fuzzy Moving K-means clustering algorithm [9], the membership function is used in addition to the Euclidian distance to control the assignment of the members to the proper center. The predefined parameters such as number of clusters and initial clustering centers required for clustering algorithm are provided by executing ECEMD algorithm on the histogram of the remote sensing image. The Fuzzy Moving K-means clustering algorithm is summarized as follows:

Input:
N: number of pixels to be clustered;
x=\{x_1,x_2,x_3,......,x_N\} : pixels of remote sensing image
c = \{c_1, c_2, c_3, \ldots, c_j\}: clusters respectively
m = 2: the fuzziness parameter;

Output:
\( u \): membership values of pixels and clustered Image

Begin

Step_1: Initialize the membership matrix \( u_{ij} \) is a value in (0,1) and the fuzziness parameter \( m \) (\( m = 2 \)). The sum of all membership values of a pixel belonging to clusters should satisfy the constraint expressed in the following.
\[
\sum_{j=1}^{c} u_{ij} = 1 \tag{20}
\]
for all \( i = 1, 2, \ldots, N \), where \( c \) is the number of clusters and \( N \) is the number of pixels in remote sensing image.

Step_2: Compute the centroid values for each cluster \( c_j \). Each pixel should have a degree of membership to those designated clusters. So the goal is to find the membership values of pixels belonging to each cluster. The algorithm is an iterative optimization that minimizes the cost function defined as follows:
\[
F = \sum_{j=1}^{N} \sum_{i=1}^{c} u_{ij}^m \| x_j - c_i \|^2 \tag{21}
\]
where \( u_{ij} \) represents the membership of pixel \( x_j \) in the \( i \)th cluster and \( m \) is the fuzziness parameter.

Step 3: The fitness for each cluster is calculated using
\[
f(c_j) = \sum_{i \in c_j} \left( \| x_j - c_i \| \right)^2 \tag{22}
\]
All centers must satisfy the following condition:
\[
f(c_k) \geq a_a f(c) \text{ and } m(c_{sk}) > m(c_{lk}) \tag{23}
\]
where \( a_a \) is small constant value initially with value in range 0 < \( a_a < 1/3 \), \( c_s \) and \( c_l \) are the centers that have the smallest and the largest fitness values, \( m(c_{sk}) \) is the membership value of point \( k \) according to the smallest centre and \( m(c_{lk}) \) is the membership value of point \( k \) according to the largest centre. If (5) is not fulfilled, the members of \( c_l \) are assigned as members of \( c_s \), while the rest are maintained as the members of \( c_l \). The positions of \( c_s \) and \( c_l \) are recalculated according to:
\[
C_s = \frac{1}{n_{cs}} \left( \sum_{i \in c_s} x_i \right) \tag{24}
\]
\[
C_l = \frac{1}{n_{cl}} \left( \sum_{i \in c_l} x_i \right) \tag{25}
\]
The value of \( a_a \) is then updated according to:
\[
a_a = a_a \cdot a_a/n_c \tag{26}
\]
The above process are repeated until (23) is fulfilled. Next all data are reassigned to their nearest center and the new center positions are recalculated using (9).

Compute the updated membership values \( u_{ij} \) belonging to clusters for each pixel according to given formula
\[
u_{ij} = \frac{1}{\sum_{i=1}^{N} \left( \frac{||x_j-c_i||}{||x_j-c_j||} \right)^{2(m-1)}} \tag{27}
\]
and
\[
v_i = \frac{\sum_{j=1}^{N} u_{ij} x_j}{\sum_{j=1}^{N} u_{ij}} \tag{27}
\]

Step 4: The iteration process is repeated until the following condition is satisfied.
\[
f(c_s) \geq a_a f(c) \text{ and } m(c_{sk}) > m(c_{lk}) \tag{28}
\]

7 EXPERIMENTAL RESULTS

Qualitative Analysis:
The proposed four clustering algorithms are performed on a two remote sensing images, which are taken from bhuvan.nrsc.gov.in [15]. Clustering algorithms with and without ECEMD are executed on the two remote sensing images. The classification result of fuzzy moving k-means clustering algorithm with ECEMD on two images is shown in figure 2. The EC EMD algorithm is executed on the histogram of two images. The IMFs, Local Minima and Local Maxima for the histogram of input image 1 is shown in figure 1. By using ECEMD, for the first image the number of clusters =4 and for the second image, the number of clusters =5. Then the clustering algorithm is executed with the identified number of clusters and initial centroids.

Quantitative Analysis:
Quantitative analysis is a numerically oriented procedure to figure out the performance of algorithms without any human error. The Mean Square Error (MSE) is significant metric to validate the quality of image. It measures the square error between pixels of the original and the resultant images. The MSE is mathematically defined as
\[
MSE = \frac{1}{N} \sum_{j=1}^{k} \sum_{i \in c_j} \| v_i - c_j \|^2 \tag{29}
\]
Where \( N \) is the total number of pixels in an image and \( x_i \) is the pixel which belongs to the \( j \)th cluster. The lower
difference between the resultant and the original image reflects that all the data in the region are located near to its centre. Table 1 shows the quantitative evaluations of four clustering algorithms. The results confirm that Fuzzy Moving K-means algorithm produces the lowest MSE value for classifying the remote sensing image. As the initial centroids required for clustering algorithms are determined by ECEMD, the number of iterative steps required for classifying the objects is reduced. While the initial centroids obtained by ECEMD are unique, the classified result is more stable compared with traditional algorithms. Table 2 shows the comparison of iterative steps numbers for clustering algorithms with and without ECEMD.

8 CONCLUSION
This paper has presented four clustering algorithms namely K-means, Moving K-means, Fuzzy K-means and Fuzzy Moving K-means combined with ECEMD for the classification of remote sensng image. The qualitative and quantitative analysis done proved that Fuzzy Moving K-means has higher classification quality than other clustering algorithms. Clustering algorithm combined with ECEMD overcomes the problem of random selection of number of clusters and initialization of centroids. The proposed method reduces the number of iterations for classifying an remote sensing image and costs less execution time.
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<table>
<thead>
<tr>
<th>TABLE 2: COMPARISON OF ITERATIVE STEP NUMBERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clustering algorithm</td>
</tr>
<tr>
<td>IMAGE 1</td>
</tr>
<tr>
<td>K-means</td>
</tr>
<tr>
<td>Moving K-means</td>
</tr>
<tr>
<td>Fuzzy k-means</td>
</tr>
<tr>
<td>Fuzzy Moving K-means</td>
</tr>
</tbody>
</table>
Clustering algorithm | Iterative steps (without ECEMD) | Iterative steps (with ECEMD)
---|---|---
K-means | 43 | 23
Moving K-means | 58 | 32
Fuzzy k-means | 72 | 41
Fuzzy Moving K-means | 89 | 49

### TABLE 1: MSE VALUES

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE Values (IMAGE 1)</th>
<th>MSE Values (IMAGE 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>282.781</td>
<td>346.47</td>
</tr>
<tr>
<td>Moving K-means</td>
<td>216.392</td>
<td>298.69</td>
</tr>
<tr>
<td>Fuzzy K-means</td>
<td>138.327</td>
<td>198.76</td>
</tr>
<tr>
<td>Fuzzy Moving K-means</td>
<td>96.322</td>
<td>142.83</td>
</tr>
</tbody>
</table>

**Image 1**

- Fuzzy Moving K-means (Number of clusters =4)

Brown: Water, Blue: Sand, Orange: Green area, Sky blue: Houses

**Image 2**

- Fuzzy Moving K-means (Number of clusters =5)


**Figure 2:** classification results
Figure 1: Results of ECEMD on image 1