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Abstract—In today’s world, we can say that information and its processing has become the critical aspect for functioning of everything. In 
the early days, information was generally obtained and processed in the form of text. Today information is available in all forms namely, 
text, music, graphics, etc. which are a easily understandable and accurately represent information. Information is first captured then the 
captured information is retrieved and analyzed for further requirements. In this paper, the information that we take into consideration is in 
audio form. We have studied the feature vector extraction methods, similarity measurement techniques, and have also measured the 
performance parameters. It has been observed that the use of multiple feature vectors provides better and more accurate classification and 
retrieval of audios from large database. 

Index Terms— Audio, Audio Retrieval, Audio Vector Quantization, Data Compression, k-Nearest Neighbor, Precision Recall, Vector 
Quantization 

——————————      —————————— 

1 INTRODUCTION                                                                     
ector Quantization (VQ) is an efficient and simple ap-
proach for data compression. Since it is simple and easy 
to implement,  it is widely used in different applications, 

such as pattern recognition, face detection, image segmenta-
tion, speech data compression, Content Based Image Retrieval, 
tumor detection etc. Vector quantization is a lossy compres-
sion technique. There are three major procedures in vector 
quantization, namely codebook generation, encoding proce-
dure and decoding procedure. In the codebook generation 
process, audio is divided into several k-dimensional training 
vectors. The representative codebook is generated from these 
training vectors by the clustering techniques. In the encoding 
procedure, the original audio is divided into numerous k-
dimensional vectors and the encoding of each vector is done 
by indexing of codeword by a look up table methodology. The 
encoded results are called an index table.  
In the decoding procedure, the same codebook is used by the 
receiver to translate the index back again into its appropriate 
codeword for rebuilding of the audio.  One of the key points 
of Vector Quantization is to generate a good codebook such 
that the distortion between the original and the reconstructed 
audio should be minimum. In order to find the best-matched 
codeword in the encoder, various codebook full search algo-
rithm can be used [1]. 

2 OVERVIEW OF SYSTEM 
Research till today in audio classification tends to focus on 
matching test sounds into a limited number of predefined cat-
egories such as music, applause, speech etc., but this approach 
would describe each sound on the feature vectors.  

Furthermore, the proposed system allows intelligent interpre-
tation of unseen examples, e.g. describe a door closing based 
on the similarity to previously seen events. The new signal can 
be easily classified and other related sounds can also be re-
trieved in relation to the other sounds as shown in the Fig.1. 
For instance, consider a system where given an input sound of 
a door closing, would return the label “background sound”, 
and will retrieve from a database samples most similar to it. 

 

 
  
 
 
 

 
 

 
 
 
 
 
 

 

 

 

 
                                   Fig.1: System Overview 
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3 AUDIO RETRIEVAL 
Music retrieval for our system undergoes two steps: It under-
goes feature extraction process after which appropriate pro-
cessing is done. 

 
3.1 Feature Vector Extraction 

 
Feature Extraction is the process of converting an audio signal 
into a sequence of feature vectors which carries characteristic 
information about the signal. These vectors are used as the 
basis of various types of algorithms used for audio analysis is 
based on the computation of features on the basis of windows. 
These window based features can be considered as short time 
description of the signal for that particular moment in time. 
The performance of a set of features depends on the applica-
tion. A wide range of audio features exist the purpose of clas-
sification. These features belong to two categories: time do-
main and frequency domain features [2]. 
 
 
We consider the following multiple features [3],[4]:- 

 
 Spectral Flux 

 
The spectrums average variation value, in one second win-
dow, between two uninterrupted frames is recognized as 
Spectrum Flux. Spectrum Flux provides good mark of demar-
cation between speech, sound and environment. 

 
 Low Short Time Energy Ratio 
 
Variation of short time energy is measured by low short time 
energy ratio. The relative amount of the number of frames, 
where the short term energy is not more than 0.5 times of the 
average short time energy is referred as Low short Time Ener-
gy Ratio. 

 
 Zero Crossing Rate Ratio 

 
Zero-crossing rate (ZCR) is proved to be useful in classifying 
different audio signals. It has been more widely used in 
speech/music classification algorithms. According to ob-
served results, it is seen that the variation of zero crossing is 
more distinguishing than its exact value. Hence, high zero-
crossing rate is used. The ratio of the numerous frames where 
the zero crossing is above the 1.5 fold average zero crossing, is 
recognized as High Zero Crossing Rate Ratio.  

 
 Spectral Centroid 

 
Spectral Centroid belongs to frequency domain feature vector. 
The centre of gravity of the magnitude spectrum of the STFT is 
defined as the spectral centroid. 

 
 

 
 Spectral Roll Off 

 
Spectral Roll Off is also a frequency domain feature vector. 
The spectral roll off is defined as the frequency Rt, where 85% 
of the magnitude distribution is concentrated under. 

 
3.2 Method Used 

 
There are many techniques available that can be used. We will 
be considering the following algorithms: 
 
1. Fast Fourier Transform 
                           
Fast Fourier Transform (FFT) is an algorithm used for compu-
tation of Fourier transform as well as its inverse. It converts 
from time domain to frequency domain. For later processing, 
after the conversion, feature vectors from the frequency do-
main can be applied. 
 
2. k-Nearest Neighbor 

 
This method consists of assigning to the unlabelled feature 
vector or the label of the training vector that is nearest to it in 
the feature space. In KNN a training set T is used to determine 
the class of a previously unseen sample X. A suitable distance 
is measured in the feature space between the unseen sample 
and all the samples of the training data. This distance is used 
to determine k element in T closest to X. and if most of these k 
nearest neighbors contain similar values, then X gets classified 
accordingly. These classification schemes clearly define non-
linear decision boundaries and thus improve the performance 
[5], [6]. 
 
 
 

4 CITATIONS 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
                         Fig. 2: k- Nereast Neighbor 
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4   DISTANCE MEASURE 
 
Once the feature vectors are applied and the domain of the 
unknown signal is determined, retrieval of similar signals 
needs to be done. Distance calculation provides support. We 
consider the Euclidean Distance and Manhattan Distance for 
the purpose of retrieving the similar signals [7]. 

 
 Manhattan Distance 
 
The Manhattan Distance obtains the distance when moved 
from one place to another when a grid path is followed. It is 
the sum of the differences of their corresponding elements. 
 
 Euclidean Distance 

 
The Euclidean Distance can be obtained when moving at an 
angle of 45 degree. It is the square root of the differences be-
tween corresponding elements. 
 

5   PERFORMANCE PARAMETERS 
 
We present our on different audio input signals for different 
categories. The Precision provides the accuracy. Recall pro-
vides us with accurateness [8]. 
 
                       Number of relevant audios retrieved 
Precision =  -----------------------------------------------------            (1) 
                          Total number of audios retrieved 
 
 
                       Number of relevant audios retrieved 
Recall =   ------------------------------------------------------------       (2) 
                  Total number of relevant audios in database 

 
The above equations provide us with the values of Precision 
and Recall. These are then plotted against the x-y axis. The 
point where they meet is called as the crossover point. This 
crossover point gives us the performance measure. The higher 
the value the more efficient. 
The Precision Recall Graph for some categories are as follows:-  

     
              Fig. 3: Precision Recall Graph for Speech [9] 
 
        
 
 
 
 

 

  Fig. 4: Precision Recall Graph for Background [9] 

6   CONCLUSION 
 

We have presented our study on unknown audio signals taken 
in wave formats. The unknown was effectively classified into 
its appropriate category by means of the various feature vec-
tors taken into account. We also used Fourier Transform for 
conversion from time domain to frequency domain, as also the 
k-nearest neighbor classifier. With the unknown signal being 
identified into its appropriate category, the system also re-
trieved the other signals belonging or similar to the new signal 
arrived. Performance parameters provided efficient and satis-
factory results. 
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