An efficient OFDM carrier system design using parallel architecture

Abstract- The objective of this design is to made a design of 128/64 point Fast Fourier transform processor to support future generation Multiple- Input Multiple Output Orthogonal Frequency Division Multiplexing (MIMO -OFDM). In wireless local area network base band processor the architecture produces high complexity. The pipelined mixed radix multipath delay feedback (MRMDF) FFT architecture is proposed to provide as higher throughput rate combining the characteristics of both Single path Delay Feedback (SDF) which is used to reduce memory size . The proposed processor not only supports the operation of FFT in 128 point and 64 point but can also provide different throughput rates . And also less hardware complexity is needed in this design compared with conventional four. This approach will also reduce the power consumption. The proposed FFT Processor is designed and implemented in VHDL and the simulation results are presented. This paper discusses the effect of carrier frequency offset and its estimation method.
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I.INTRODUCTION

OFDM is the multi carrier modulation system. In scheme large numbers of equalizers are used at receiver which increases the overhead and cost of the system. OFDM uses Fast Fourier transformer (FFT) and Inverse Fast Fourier Transformer (IFFT) to replace modulation and de-modulation. Orthogonal Frequency Division Multiplexing (OFDM) has been proposed for use in millimeter-wave transmission systems. This is due to OFDM having superior performance over single carrier system in multi-path wireless channels. The OFDM allows the transmission of the data over multiple orthogonal subcarriers, created by the mean of a Fourier Transform; each subcarrier is modulated independently resulting in a narrow band signal that will only experience the effects of flat fading. The orthogonally of the subcarriers ensures the OFDM modulation scheme is spectrum efficient. In recent years, Field-Programmable Gate Arrays (FPGAs) have become a key component for implementing high performance digital signal processing (DSP) designs particularly for digital communication systems. In single carrier system signal representing each bit uses the entire available spectrum. Orthogonal frequency division multiplexing (OFDM) is an effective transmission scheme to combat multipath fading[1].

The primary advantage of OFDM over single-carrier schemes is its ability to cope with severe channel conditions without complex equalization filters. Channel equalization is simplified because OFDM may be viewed as using many slowly modulated narrowband signals rather than one rapidly modulated wideband signal. The low symbol rate makes the use of a guard interval between symbols affordable, making it possible to eliminate inter symbol interference (ISI) and utilize echoes and time-spreading (on analogue TV these are visible as ghosting and blurring, respectively) to achieve a gain, i.e. a signal-to-noise ratio improvement. This mechanism also facilitates the design of single frequency networks (SFNs), where several adjacent transmitters send the same signal simultaneously at the same frequency, as the signals from multiple distant transmitters may be combined constructively, rather than interfering as would typically occur in a traditional single-carrier system.

Orthogonal Frequency Division Multiplexing (OFDM) has been proposed for use in millimeter-wave transmission systems. This is due to OFDM having superior performance over single carrier system in multi-path wireless channels[6]. The OFDM allows the transmission of the data over multiple
orthogonal subcarriers, created by the mean of a Fourier Transform; each subcarrier is modulated independently resulting in a narrow band signal that will only experience the effects of flat fading[2]. The orthogonally of the subcarriers ensures the OFDM modulation scheme is spectrum efficient. In recent years, Field-Programmable Gate Arrays (FPGAs) have become a key component for implementing high performance digital signal processing (DSP) designs particularly for digital communication systems[3].

**FFT Processor**

The FFT processor is a very important component in Orthogonal Frequency Division Multiplexing (OFDM) system. In this paper, we propose an ancient variable-length radix-8/4/2 FFT architecture. The FFT processor is generally based on radix-8 FFT algorithm which also supports radix-4 or radix-2 FFT computation. The pipelined radix-8/4/2 butterfly unit computes radix-8 FFT algorithm basically. For the limitation it cannot run radix-8 FFT algorithm in the last stage as it computes radix-4 or radix-2 FFT algorithm. The proposed FFT architecture uses shared-memory to minimize and simplify a hardware. We are using e cient In-place memory access method to maintain conict-free data access. Also we can replace a very large lookup table with a twiddle factor generator which consumes less area then a ROM-based lookup table.

An Efficient FFT processor should not only provide a high throughput rate, but also deal with the multiple data sequences effectively for MIMO OFDM application[5]. In our view, the pipelined architecture should be the best choice for the high throughput rate applications since it can provide high throughput rate with acceptable hardware cost .The pipelined FFT architecture typically falls into one of the two following categories. One is multipath delay commutation feedback (MDC) and the other is single path delay feedback (SDF) . In general the MDC scheme can achieve higher throughput rate by using multiple data paths, While SDF scheme needs less memory and hardware complexity with delay feedback scheme .Besides , the operation of the complex multiplication consumes lots of power in the FFT processor. In order to save power dissipation, higher radix FFT algorithm can be used to reduce the number of complex multiplications . Three-step radix-8 FFT algorithm is chosen in our design to save complex multiplications.

**Data Re-Ordering**

Data re-ordering contains several different-size delay elements and a switch block. The function of Data reorder is to reorder the input sequences to achieve parallel processing and to let output to the next block. The reordered data will be separated into 32 groups or 16 groups for 128- or 64-point, respectively. Each group contains four data sequences, A, B, C, and D. And each data sequence in the same group has the same FFT index. In general, the operation of the FFT is data dependent. In order to implement the multiple data sequences more efficiently, separate the data into several groups[7]. The group replacing the FFT index the 128-point mixed-radix FFT algorithm in our design. Because each data sequence in a group has the same becomes the basic unit of the FFT operation.

**Radix II Algorithm**

The four complex multipliers are needed in the four-parallel approach to implement a radix-2 FFT algorithm. In this work, a group concept is used to deal with multiple data sequences and only two complex multipliers are used in this module. A block diagram of Module 2 consisting of a memory, 4 butterfly units of radix-2 FFT algorithm (BU_2), two ROMs, two complex multipliers, and some multiplexers.

If 64-point FFT/IFFT is operated in our scheme, the data will skip this module[8]. The memory size can store the data of 16 groups containing 256 complex data. Because four data paths are adopted in our design, four memory banks are needed to provide four data from memory to BU_2 simultaneously. Only1/8 period of cosine and sine waveforms are stored in ROM and the other period waveforms can be reconstructed by these stored values. The operation of BU_2 is complex addition and complex subtraction from two input data.

Because radix-2 FFT algorithm is adopted in this module, BU_2 can not start until both input sequences x(n) and x(64+n), when n=0,1,2.....,63 are available. According to the group data format, the data of the first 16 groups are stored in the memory. When the data of the next 16 groups enter Module 2, the eight input data are loaded into four from the memory four from BU_2s, and four from the input, respectively. The operation of BU_2 in a group is dependent to the number of the data in a sequences.

In four-parallel approach, the utilization rate of the complex multiplier is only 50%. The proposed approach can increase the utilization rate and reduce the number of complex multipliers. The detailed operation is described below. Four output data must be generated after BU operation. Two of
II. BUTTERFLY UNIT

The butterfly unit is a portion of the computation that combines the results of smaller discrete Fourier transforms (DFTs) into a larger DFT, or vice versa (breaking a larger DFT up into sub transforms). The name "butterfly" comes from the shape of the data-flow diagram in the radix-2. The same structure can be found in the Viterbi algorithm. The operation of Butterfly unit:

For example, the data of the first 8 groups are stored in the delay elements in the first stage of radix-8. When the data of the next groups are valid from the input, eight data are processed to four BU_2s from both the input and the delay element. The smaller DFTs are combined via size-\(r\) butterflies, which themselves are DFTs of size \(r\) (performed \(m\) times on corresponding outputs of the sub-transforms) pre-multiplied by roots of unity (known as twiddle factors). (This is the "decimation in time" case; one can also perform the steps in reverse, known as "decimation in frequency", where the butterflies come first and are post-multiplied by twiddle factors.)

These smaller DFTs are combined via size-\(r\) butterflies, which themselves are DFTs of size \(r\) (performed \(m\) times on corresponding outputs of the sub-transforms) pre-multiplied by roots of unity (known as twiddle factors). (This is the "decimation in time" case; one can also perform the steps in reverse, known as "decimation in frequency", where the butterflies come first and are post-multiplied by twiddle factors.)

The operations of BU_2(radix 2) of each stage, which is the same as that of BU_2 in Module 2 shown in Fig.4, are the complex addition and the complex subtraction. For example, the data of the first 8 groups are stored in the delay elements in the first stage of radix-8. When the data of the next groups are valid from the input, eight data are processed to four BU_2s from both the input and the delay element. The
output data generated by the BU_2 in the first stage or second stage are multiplied by a trivial twiddle factor before they are fed to the next stage. These twiddle factors can be implemented efficiently. But the output data from the third stage of radix 8 need to be multiplied by the nontrivial twiddle factors simultaneously in the modified complex multiplier as in fig1.2.

III.RADIX 8 ALGORITHM

The architecture of Radix 8 is directly mapped from 3-step radix-8 FFT algorithm. Four identical components are used in each stage since four-parallel approach is adopted. In our design, four input data are loaded into Radix 8 from the previous module simultaneously. The different data sequences A, B, C, and D are considered as a group. The size of the delay element in three stages is 32 (8 group), 16 (4 group) and eight (2 group), respectively. The function of delay element is to store the input data until the other available input data is received for the BU_2 (radix 2) operation.

IV.RESULTS AND DISCUSSION

In Fig:1.4 Orthogonal frequency division multiplexing communication systems are extremely sensitive to frequency synchronization errors as compared to single carrier systems [9]. OFDM is very sensitive to frequency offset errors which damages orthogonally among subcarriers and introduce Intercarrier Interference (ICI). Therefore, Carrier frequency offset (CFO) estimation in OFDM systems is required to improve system performance as shown in Fig 1.5.
V. CONCLUSION

In this Paper, the 64-point and 128-point FFT/IFFT implemented. Based on the concept of data reordering and grouping, the processor can provide different throughput rates to deal with 1–4 simultaneous data sequences more efficiently. Due to this design the hardware costs of memory and complex multipliers are saved. And the number of complex multiplications can be reduced effectively by using a higher radix FFT algorithm. Due to reduced hardware the power consumption also low. The technique of the MIMO increased the data rate by extending an OFDM-based system.
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