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Abstract—An XDoS attack intends to exhaust the system resources of the server hosting a web service. An XDoS attack is done through SOAP messages. Cyber-criminals use distributed denial-of-service attacks (DDoS) and XML denial-of-service attacks (XDoS) to extort money from online service providers. This kind of attacks is normally targeted at a particular service provider to exhaust the network and system resources of the provider. This paper proposes a defense system against XDoS attacks by adapting some of the best practices for countering these XDoS attacks. The system is built on Web Services. It can be constructed and reconfigured easily by an attack victim.
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1 INTRODUCTION

DoS attacks were highly popular with the hacker community, and it’s easy to understand. A single “script kiddie” attacker with a minimal amount of skill and resources could generate a flood of TCP SYN (for synchronize) requests sufficient to knock a site out of service. Over the years, SYN flood attacks have been largely mitigated by improvements in Web server software and network hardware. An XDoS attack is a content-borne attack whose purpose is to shut down a web service or system running that service. The 3 main strategies used in XDoS attacks are: Oversized payload, External entity references, Entity expansion XML DoS attacks are extremely asymmetric: to deliver the attack payload, an attacker needs to spend only a fraction of the processing power or bandwidth that the victim needs to spend to handle the payload. Worse still, DoS vulnerabilities in code that processes XML are also extremely widespread. Even if you’re using thoroughly tested parsers, your code can still be vulnerable unless you take explicit steps to protect it. The remainder of this paper is organized as follows. In the next section, we will introduce the basic concepts such as XML Web Service, Section III and IV describes Approaches and Limitation of Existing System. Section V discusses about Proposed Practices Adapted To Overcome XDoS Attacks and Architecture and finally, the paper concludes with the future work in Section VI.

2. Background

2.1 XML Web service

An XML Web service is a programmable entity that provides a particular element of functionality, such as application logic, and is accessible to any number of potentially disparate systems using ubiquitous Internet standards, such as XML. One of the core characteristics of an XML Web service is the high degree of abstraction that exists between the implementation and the consumption of a service. By using XML-based messaging as the mechanism by which the service is created and accessed, both the XML Web service client and the XML Web service provider are freed from needing any knowledge of each other beyond inputs, outputs, and location.

XML Web services are enabling a new era of distributed application development. It is no longer a matter of object model wars or programming language beauty contests. When systems are tightly coupled using proprietary infrastructures, this is done at the expense of application interoperability. XML Web services deliver interoperability on an entirely new level that negates such counterproductive rivalries. As the next revolutionary advancement of the Internet, XML Web services will become the fundamental structure that links together all computing devices.
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3. Approaches of Existing System

XDoS attacks intend to exhaust the victim's system resources and network bandwidth. The system resources can be exhausted by processing the requests sent in by the attacker. The attacker can exhaust the victim's network bandwidth by directing a large volume of traffic toward the victim's site. The scheme is to avoid the network bandwidth of the Web Services providers being exhausted by hiding the locations of the Web Services providers from the public.

To avoid the system resources being exhausted by the attackers, the system carries out request message authentication and validation before the requests are processed by the Web Services providers. The scheme has two modes, i.e. the normal mode and the under-attack mode. An operations provider decides which mode the system works in. When an operations provider does not detect any attack activity, the system works in the normal mode. Otherwise, the system works in the under-attack mode. To minimize the delay in responding to users' requests, a service request is only authenticated and validated when the system works in the under-attack mode.

An operations provider subscribes to the service of a ServiceHub. The WSDL file describing the operations (i.e. services) provided by the operations provider binds the operations to the ServiceHub. Thus, the public perceive the operations as being hosted by the ServiceHub. As a result, all service requests are sent to the ServiceHub. Since an operations provider’s address is unknown to the attackers, the attackers cannot send service requests directly to the operations provider.

Thus, the attackers cannot easily exhaust the network bandwidth of the operations provider. When working in the normal mode, clients' service requests do not need to be authenticated and validated. Figure 3.1(a) shows how the system works in the normal mode. Service requests are first sent to the ServiceHub (step 1). The ServiceHub forwards the requests to the operations provider (step 2). The operations provider sends the results back to the client through the ServiceHub (step 3 and 4).

In the under-attack mode, the service requests need to be authenticated and validated before being processed. The operations provider only processes a service request if the request can be successfully authenticated and validated. Therefore, the service provider does not waste system resources to process the attackers’ requests. However, the authentication and validation mechanism also uses system resources. An attacker can still deplete the victim's system resources by sending in a large amount of requests that force the victim to authenticate and validate.

To counter this kind of attack, an operations provider, say op, subscribes the services provided by other service providers to delegate the authentication and validation task to the other service providers. The providers of the authentication and validation service are called verifiers. Since the authentication and validation is carried out by the verifiers, the attacker will not be able to exhaust op’s system resources. Figure 3.1(b) shows how the system works in the under-attack mode.

The operations provider and the verifiers provide their services through the ServiceHub. They send and receive messages through the ServiceHub. Only the ServiceHub knows their IP addresses. Thus, they cannot exchange messages directly. In the under-attack mode, the operations provider informs the ServiceHub of the authentication and validation services that it subscribes to. The ServiceHub forwards the service requests to the corresponding verifiers. During the authentication process, the verifiers might need to exchange authentication information with the clients.

The ServiceHub is responsible for forwarding the messages exchanged between the clients and the verifiers. If a service request is authenticated and validated successfully, the verifier sends the service request to the operations provider through the ServiceHub. After processing the request, the operations provider sends the result back to the client through the ServiceHub.

4. Limitations of Existing System

1. Limiting the number of connections that a server will accept from a given IP address at any one time. Such a limit may help to prevent automated processes from exhausting the
server's resources
2. More strictly limiting the proposed restrictions depending on connection type, authentication type, or user class.
3. Less strict limits for server administrators compared to entities associated with registered accounts, and for entities associated with registered accounts compared to anonymous entities.
4. Less strict limits for entities that authenticate via strong authentication methods compared to entities that authenticate via weaker authentication methods.
5. Less strict limits for connections made via the TCP binding compared to connections made via the HTTP binding.

5. Proposed Practices Adapted To Overcome XDoS Attacks

The Proposed practices of XDoS Security in Web Server is implemented by means of following some of the best practices are given.

Max Message Size: Limit the size of payload to efficiently use CPU Cycles. When size exceeds discard the request/notify error <message size too big>

Max Duration For A Host: Limit the time to process a soap request. When time exceeds discard the request/notify time-out error.

Request Rate From A Host: Limit the maximum number of requests that can be received, in the interval period, from any one host. When time exceeds discard the request/notify limit exceeded.

Block Interval: The service will block access after one of the thresholds have been reached. The service will be available again once block interval is over.

Override Parser Limits:

(i) XML Attribute Count: Limits the number of attributes for any given element. Specify an integer.
(ii) XML Bytes Scanned: Limits the number of bytes contained in any given XML message. A value of 0 enforces no limit.
(iii) XML Element Depth: Limits the depth of nested elements in an XML message.
(iv) XML Node Size: Limits the size of any one XML node. The minimum allowed value is 1. The defined value can be larger than the value for the XML Bytes Scanned property. However, the value for the XML Bytes Scanned property takes precedence.

5.1 Proposed Architecture

The Proposed architecture describes the process of SOAP message. When a client invokes/calls a web service, it sends a request to the web service. This request is serialized into a SOAP message and sent over the network. On reaching the server side, this SOAP message is deserialized and the web service reads the request from the client. Depending on the client request, web service performs required operations and generates responses. This response is serialized into SOAP message at the server and deserialized at the client side. Similarly, the SOAP message is serialized at the server and deserialized at the client side when the response is sent from the server to the client. Thus the SOAP message goes through a process of serialization and deserialization both at the client and the server side. The various stages of SOAP messages are available in the SOAPMessageStage enumeration.

 SOAP Extensions are components that can access the SOAP messages. Think of them as objects that sit on the HTTP pipeline who can pick the SOAP messages at each stage and manipulate them.

When the HTTP request comes from the client, it is handled by aspnet_isapi.dll. The appropriate handler for web services will be called and the web method will be invoked. It is during this stage where the SOAP Extension comes into picture. The SOAP Extension can access the SOAP message before and after calling the web method. Thus we now know in a vague manner what a SOAP extension is and where it fits in the life cycle of a SOAP message.

SOAP Extensions can be used for a number of purposes. They can be used to secure web services, compress the verbose SOAP messages, log messages etc.
5.2 Detailed Process Flow Structure

5.3 Workflow of the Proposed System

- The Client initiates a request to the server using a SOAP request.
  - The request message is being deflated and then it is sent to the server.
  - Server side receives the deflated message from the client.
  - The process of converting deflated message to inflated message takes place in the server side.
  - Based on the client’s request, the requested service is being invoked from the server.
  - The invoked service on the server side is being deflated and it has been sent as response for the client request in the form of SOAP response.
  - The client receives the response from the server.
  - Again in the client end, the process of inflating takes place so as to view the response.

6. Implementation

6.1 Request Rate From Host

- Client submits the username and password.
  - The client data is being stored in the form of a table which contains Username, Password, Login Time, client IP address and status are stored in the server machine .
  - If a client request exceeds the threshold limit during the given time limit an exception exception is being raised stating that rate-of-request exceeded.
  - On the other hand if not, the process the request.
  - Note: Threshold value here means an optimal value. This will mentioned in all the other solutions

6.2 Oversized Payload

- Client sends a SOAP request which contains the XML file as an input.
  - Calculate the size of the request file. If the size exceeds the threshold limit, then an exception is being raised stating that over sized payload.
  - On the other hand if not, perform further processing.

6.3 Block Interval

- A client submits the username and password.
  - On authentication if the client has found the username or password as incorrect, the client is given a maximum of 3 chances (threshold limit).
  - If the threshold limit exceeds, the client account will
be pushed to the blocked state for two hours.

- After two hours, the client can be allowed to make another try.

6.4 Over-riding Parser Limits

- A client sends a SOAP request which contains an XML document.
- On scanning the document, first the no. of attributes contained in it is compared with the threshold limit, if exceeded, an exception is raised.
- If the attribute count is within the threshold limit, then the child count is taken into account and it is compared within the limit, if exceeded an exception is raised.
- On the other hand if the child count is within the limit, then the depth of the document is compared with the threshold limit, if exceeded, an exception is raised, else the request is processed.

7. Conclusion and Future Enhancement

This paper proposes a system adequate care has been taken and some of the best practices for countering the XDoS attacks has been implemented successfully. The performance of the system has been measured and it is found that faster detection allows the system to resist such attacks. Though the system has been developed by adapting the best practices, not all the practices has been adapted. The system can further be enhanced by following at-most best standards.
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