A Survey on Exploration and Classification of Osteoarthritis Using Image Processing Techniques
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Abstract: Osteoarthritis is one of the prime causes of infirmity in elderly and overweight people. Osteoarthritis is a joint disease that mostly affects the cartilage. Cartilage helps the easy glide of bones and obstructs them from rubbing each other. In Osteoarthritis cartilage is ruptured due to which bones rub each other causing severe pain. The current strategy for the evaluation of Osteoarthritis includes clinical investigation & medical imaging techniques. This paper introduces a survey focusing on the various medical imaging techniques for the assessment of Osteoarthritis. This paper also discovers the X-ray imaging & Magnetic Resonance imaging (MRI) techniques for detection and classification of Osteoarthritis in descriptive and comparative manner. Thus an integrated discussion of various segmentation techniques, feature extraction techniques and classification schemes regarding Osteoarthritis is done and surveyed in a scientific way.
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1. INTRODUCTION

Medical imaging [132][121][135][136] is the process of creating visual representations of the internal structures hidden by the skin and bones. It is the technique where we can reveal the interior of the body for clinical diagnosis and medical intervention [28]. It is the part of biological imaging and incorporates radiology which uses the imaging technologies of X-ray [67] [87] [92] [121] [126-130] [148] [153]. Magnetic Resonance Imaging (MRI) [20][142][143], Ultrasound, Computed Tomography (CT) etc [18]. Osteoarthritis is one of the most common form of arthritis disease that is seen mostly in females [21][139], overweight and elderly people [2][5][27][110][146-150]. Osteoarthritis (OA) is a joint disease that mostly affects cartilage [2][15]. Cartilage is the protective connective tissue that covers the end of bones in a joint. Healthy cartilage allows easy glide of bone in the joint and prevents them from rubbing each other [12]. In Osteoarthritis the top layer of cartilage breaks down and wears away [140]. This allows the bones to rub each other causing pain [8][5][27][103]. It commonly affects the joint in the knee, hip, spine and feet. The most common cause of osteoarthritis of the knee is age. There are two types of OA, Primary OA seen in aged people due to genetic reasons or aging. Secondary OA tends to show up earlier in life due to some injury, diabetes, obesity, athletics or patients with rheumatoid arthritis [27][28][110][162]. The sample of normal & affected Osteoarthritis knee image is shown below.

Normal Knee Image

Osteoarthritis Knee Image
The main symptoms of OA are pain and difficulty in joint motion, reduced function and participation restriction, Joint stiffness in the morning or after rest[160]. Currently evaluation of OA is based on clinical examination, symptoms [70][71][104][138] and simple radiographic assessment techniques (X-ray), MRI, CT etc. While several other methods have been proposed ,Kellgren-Lawrence (KL) system is validated method of classifying individual joints into 5 grades [1][24]. Table below shows the different grades of OA disease.

<table>
<thead>
<tr>
<th>KL Grades</th>
<th>OA Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade 0</td>
<td>No Radiographic features of OA present</td>
</tr>
<tr>
<td>Grade 1</td>
<td>Doubtful OA(narrowing of joint space)</td>
</tr>
<tr>
<td>Grade 2</td>
<td>Mild OA(definite narrowing of joint space)</td>
</tr>
<tr>
<td>Grade 3</td>
<td>Moderate OA (multiple osteophytes, sclerosis)</td>
</tr>
<tr>
<td>Grade 4</td>
<td>Sever OA ( large osteophytes, sever sclerosis, bone deformity)</td>
</tr>
</tbody>
</table>

The common X-ray findings of OA include destruction of joint cartilage, joint space is diminished between adjoining bones [22][89][133][141] and bone spur formation [6][104][153][163]. MRI scans may be ordered when x-rays do not give clear reason for joint pain or when the x-ray suggests that other type of joint tissues can be damaged. The below sample image shows the knee anatomy of normal & affected OA[159].

The current methods used for clinical diagnosis of Osteoarthritis are not accurate enough to efficiently measure the quality & evolution of Osteoarthritis. Thus we require more significant methods & algorithms which are multi-factoral to access the parameters & progression of Osteoarthritis. In the rest of the paper, Section-2 describes the methodology for processing the images concerned to Osteoarthritis. Section-3 contains the review work related to medical imaging that includes different segmentation & feature extraction techniques used for the classification of Osteoarthritis based on X-ray imaging & Magnetic Resonance imaging. Finally conclusion along with challenges & future scope is made in Section-4 & Section-5 followed by qualitative references.

2 PROPOSED METHODOLOGY

Processing of the images to extract the features of interest in an automated way is an important task for varied applications. Any image under processing is subjected to the following steps below. The Pre-processing stage that enhances the quality of the image by restraining un-wanted distortions & highlight the data of interest. The feature extraction acquires the discrete components of the image under processing. The classification stage identifies the objects of image and groups according to the certain classes and helps in their efficient recognition.

2.1 Image acquisition[137] can be designated as the action of fetching an image from some source which is further processed to get new and better image [28][30].Some of the common devices used for retrieval of images are high resolution camera, image acquisition hardware, 2-D charged coupled device (CCD) camera etc.

2.2 Pre-processing:[82] [96] [97] [102] [136] [134] [137] [146] [147] enhances some important features relevant to understand the image. After collection of knee X-ray images, initially pre-processing techniques are used which are application dependent. Pre-processing enhances some important features by restraining undesirable distortions [30]. The distortions or noise in knee x-ray images are due to secondary radiation, film processing and handling and digitization. The noise in the knee x-ray images can be removed using filters like Gaussian filters, Wiener
filters, low-pass filters etc [96-98]. The processed images may undergo enhancement techniques to improve the quality of the image to great extent. It is an automated process based on mathematical functions. The technique can improve image quality in terms of shading, linear contrast adjustment, un-sharp mask filtering, median filtering and colour. Image enhancement techniques are divided into two major domains that are frequency domain and spatial domain methods [9].

**2.3 Image segmentation** [97-100][131][135] is the process where the image is partitioned into its constituent parts or objects that can be identified individually[158]. Through image segmentation we fragment the image in a series of region, based on features of image that are constant in each region, but differ from one region to another [17][18][19]. The exploration of Osteoarthritis is implemented through distinct segmentation techniques which may further help for the proper and clear diagnose of the disease grade wise (KL grading system). As per the study some of the image segmentation techniques used are:

- **Region Based Methods** [78][95][100][152][165]
- **Deformable segmentation methods** [79][90][100]
- **Atlas based methods** [77][130][134]
- **Edge based segmentation method** [78][98][101][112][145][150][156]
- **Active Shape model** [83-85][146][154-155][161][164][166]
- **Watershed Segmentation**[137]
- **Pixel based segmentation**[100]

As per the literature survey researchers have used various segmentation techniques with their own dataset, constraints and experimental setup for the investigation of Osteoarthritis. The different segmentation techniques used as per the survey are listed below in table 2.1.

**2.4 Feature Extraction** [82][108][116] is one of the important module for image processing. In this stage we compute features of an image which results in recognition accuracy with very simple classification module. Some of the generic features are:

- **Morphological features** focusing on the shape attributes [80][88][131][137]. Some of the standard feature extractions under morphological features are:
  - **Zernike features** [107][111][117]: These features helps in representing properties of an image with no overlap and to describe shape characteristics.
  - **Shape features** [76][83][85][88][108][111][151]: These include measuring the similarities between shapes represented by their features. Some of the shape parameters are area, eccentricity, perimeter etc.

- **Global feature descriptors** [80][86][109][134][138][157] that summarizes the overall appearance or general description. The features included are:
  - **Statistical features** [79][90][106][150]: Includes assembling, formulating, determination & clarification of data. The various statistical measures are mean, variance, skewness, median etc.
  - **Local texture descriptors** [80][84][86][95][134][138][157] that concentrates on isolated contribution of small regions. Some of the important feature extraction algorithms are:
    - **Haralick features** [93][119]: These help in measuring the texture of the image in terms of entropy, angular second moment, correlation, inverse difference moment etc.
    - **Tamura texture features** [94][109][118]: These features includes contrast, directionality and coarseness of an image. The table 2.2 below lists the various features extraction techniques used for the investigation of OA as per the survey.

**2.5 Classification** [81][146] is a process of classifying whether the output image is OA affected or Normal. Different classifiers like K-Nearest Neighbour [77][81][84][86][123][124][147] Decision Tree [81], Support Vector Machine [80][86][94][95][122][137] Multilevel Slice, Minimum Distance, Maximum Likelihood [93] etc are used to classify the input image on the basis of features. The manifestation below (Table 2.3) gives the classification methods used to classify the disease.

**2.6 Data Set used in the literary work:** As per the literature survey there is no standard database available many authors have used their own data sets. The below table shows some of the data sets used in the literature.

**3 SYSTEMIZATION OF OSTEOARTHRITIS**

In our preceding survey, researchers have investigated various methods on the detection and analysis of Osteoarthritis using different knee images like X-ray, MRI etc. Image segmentation method has a great importance in most medical imaging applications. In medical imaging the segmentation methods are classified into two basic groups: pixel based (includes thresholding, region growing region merging etc) and geometry based (includes deformable models, active contours active appearance models).There are several computer aided techniques like artificial intelligence, pattern recognition, machine learning techniques, feature extraction techniques etc which are widely used in the processing of medical images [19]. Therefore to know the proper progression & extremity of the disease
medical imaging is carried out in terms of X-ray imaging or Magnetic Resonance imaging.

3.1 Knee X-ray images for the Systemization of Osteoarthritis

A simple radiography a standard X-ray is carried out to create a two dimensional image of a bones that form the joint. Knee X-Ray is used to view the joint space, joint alignment, loose bones, bone spurs & fractures. Many experiments & algorithms were developed to detect & classify the Osteoarthritis using knee X-ray images. The anatomy of knee image is shown below.

Lior Shamir et al [1], have used joint detection algorithm and feature extraction technique to analyze the knee X-ray image. The algorithm finds the joint and separates it from rest of the images. The features were computed by Zernike features, Multi-scale histograms, first four moments, Tamura texture features etc. The features extracted were classified using weighted Nearest Neighbour rule. They have concluded that 95% of moderate OA was differentiated from normal OA and 80% of minimal OA was differentiated from normal.

Samir K.Bandyopadhyay[3],have used edge detection algorithm, to detect edges of Knee X-ray images in osteoarthritis. The features computed were femur, tibia and patella cartilage. The authors have concluded that the proposed algorithm gives sufficiently good results and is very effective in noisy and blur images.

Lior Shamir et al [4], have used systematic computer aided image analysis method. They have used WND-CHRM algorithm which first extracts the generic features of image and different other factors from polynomial decomposition of image. Initially X-ray of KL grade 0 was considered and later after 20 years of regular follow-up, the X-ray either developed OA or remained normal. The results showed that by using this method the prediction was from KL 0 to KL 3 with 72% of accuracy and from KL 0 to KL2 was 62% of accuracy.

M.Subramonium et al [8], have used a novel classification system for the classification of OA in knee X-ray images based on Local Binary Pattern(LBP).The classification is achieved by computing the histograms of LBP of knee X-ray images using K- Nearest Neighbour classifier. The distance measures used in their work are Euclidian distance, Manhattan distance etc. The authors have concluded with 95.24% of accuracy in detecting normal or abnormal knee image and 97.37% of accuracy in detecting medium or worst cases.

Prafull Sharma et al [11], have used different Image segmentation algorithms on X-ray bone images. The discrete step, Watershed segmentation and Otsu’s segmentation are used to analyze the abnormalities and problems associated with bone structures. They have concluded that discrete step algorithm provides quick and efficient results.

Bindushree R et al [12], have used different image processing techniques to measure the joint space width in knee x-ray images. Different techniques used are contrast enhancement, histogram equalization, canny edge detection algorithm and thresholding for extraction & computation of features. The authors have concluded that the Joint Space Width of the knee x-ray image is compared with the standard Width (4.8 for women & 5.7 for men) and that image is said to be normal case or osteoarthritis case.

Dian Pratiwi et al [14], have used artificial neural back propagation method for measuring the severity of Osteoarthritis disease. In their work the whole processing is divided into three steps, image processing, feature extraction and classification using artificial neural network process. They have concluded with 66.6% of classification rate.

Subromoniam M et al [32], have used computer aided diagnosis for the detection of OA using X-ray images. Haralick feature extraction technique for computation & SVM classifier with the kernel functions are used for the detection & classification of OA. They have concluded that the algorithm had a sufficient good result with accuracy of 99% in the diagnosis of bone disorders caused by OA.

Lior Shamir et al [35], have used image computing based method for quantitative analysis & morphological changes in the bone structure which is helpful in the progression of OA. The authors have used texture analysis & WND-CHRM classification technique for the analysis of disease. The features computed were high contrast features, Haralick features, Tamura features, statistical features & polynomial decomposition of image. The transform used are Fourier, Chebyshev, Wavelet & edge transform. The results showed that the bone texture
show no significant difference between KL grade 0 & KL grade 1. The bone structure alterations were observed clearly after grade 2 onwards.

Lilak Anifah et al [40], have used fully automated method to segment junction space area (JSA) for OA classification on impaired Knee X-ray images. In their proposed work right and left knee detection is performed using contrast limited adaptive histogram equalization (CLAHE) & template matching the row sum graph and moment methods are used to segment the joint space area of knee. In their work the whole method is divided into two steps, first step is to segment right & left knee and second step is to find JSA. The first step is again divided into four experiments; first experiment uses centre of mass, second uses only templates matching, third uses CLAHE & template matching and fourth combines all the above experiments. Similarly second step is divided into 2 experiments, first uses row sum graph & centre of mass method & second uses Gabor filter, row sum graph & centre of mass method. The results showed that experiment 4 in first step gave sufficiently good result with 100% accuracy and in second step experiment 2 gave 92.63% of accuracy for right knee and 87.37% for left knee.

Mahima Shanker Pandey et al [39] have used automated computer assisted method to detect OA based on joint space width (JSW) of knee x-ray images. In their work image is enhanced using Gaussian low pass filter & stretched using contrast stretch technique. The better quality image is obtained from which mean & variance is calculated using neighbouring pixel method. Lastly Euclidian distance formula is used on the binary format of the image to calculate the JSW which is compared with the normal value. They have concluded that among 80 images the success rate was up to 90% and 10% images failed as thresholding was not clear.

Jessie Thomson et al [41], have used fully automated computer aided system that identifies the outlines of the bones of knee joint of OA disease. The authors have Random Forest Regression Voting Constrained Local Model (RFCLM) and Statistical shape model for automated analysis. In their work two different classifiers are used to distinguish between the texture in knee structure of normal & affected OA. Features computed were texture features, shape features, simple pixel features etc. The experiment showed that combining shape & texture based classifiers resulted in 84.9% of accuracy as compared to shape alone.

Suvarna M. Patil et al[42], have created a model using Mamdani, Sugeno, Artificial neuro fuzzy inference system (ANFIS) method for the diagnosis of Osteoarthritis disease. The diagnosis of osteoarthritis is based on the following symptoms age, morning stiffness, crepitus, bony tenderness, warmth to touch. The architecture consists of three layers, user, interface & FIS. They have concluded that among the three methods ANFIS is said to be efficient method with accuracy of 98%.

Emuoyibofarhe O. Justice [43], have used fuzzy based system to determine the severity of knee osteoarthritis. The system was implemented using MATLAB fuzzy logic toolbox. The symptoms are knee-pain, stiffness, crepitus & age. The Fuzzy logic controller comprises four components: a fuzzification interface, a knowledge base, decision making logic & de-fuzzification interface. The results show that the parameter “knee pain” & “stiffness” are directly proportional to variable “severity-level”.

Somnath Bhattacharyya et al[44], have used Cellular Neural Network Algorithm, which is well suited for image processing. The algorithm finds the cysts & erosion present in the area of joints. The algorithm is divided into two step procedure. In the first step image is blurred with a diffusion type template. In the second step weighted difference of original & blurred image is calculated. They have demonstrated that the algorithm proved to be useful in fast & timely detection of the Osteoarthritis.

Lilak Anifah et al[45], have used Contrast Limited Adaptive Histogram Equalization (CLAHE) & template matching schemes. The Gabor kernel, row sum graph, moment methods and grey level centre of mass (GLCM) are used to get the joint space width area. The features computed were in terms of contrast, correlation, energy & homogeneity. The classification rate of 93.8% for KL grade 0, 70% for KL grade 1, 4% for KL grade 2, 10% for KL grade 3 & 88.9% for KL grade 4 was obtained.

T.F. Blessia et al [46], have used Fuzzy logic for the diagnosis of Osteoarthritis. The eight symptoms considered as input are pain, morning stiffness, grating sensation, bony tenderness, warmth in knee; bony outgrowth, joint space narrowing, C-reactive protein were computed & classified using artificial intelligence & fuzzy logic scheme. A 91% of accuracy rate is presented.

Matthias Seise et al [47], have used double contour active shape model (DCASM) for modelling & segmentation of femur & tibia bone for the analysis of Osteoarthritis using knee x-ray images. They have concluded that the initial results were promising, but with some failures which can be improved in future work.

Tati L. Mengko et al [48], have used machine vision system for osteoarthritis assessment. In their proposed method image segmentation uses edge detection.
method to determine the region of joint space. The feature computed is the distance between femur & tibia bone. The classification of normal & affected OA is obtained from radiographic image using neural network that is later examined with the predefined diagnosis managed by the physician. They concluded with 50% sensitivity, 100% specificity & positive predictive value & 91.84% negative predictive value.

H. Oka et al[49], have used fully automated program KOACAD(Knee Osteoarthritis computer aided diagnosis) to quantify OA parameters on plain radiographs & investigate the association of parameters with knee pain. The parameters measured were joint space narrowing at medial & lateral sides, osteophytes formation & joint angulations. The result showed that the system automatically measured all the parameters in 1 s and revealed that medial joint space narrowing & angulations of knee joint is risk factor for the presence of pain where as lateral joint space narrowing & osteophytes are not under risk factor.

Hung-Chun Lee et al[50], have proposed a new strategy using distance based Active shape Models(ASM), to calculate the geometric parameters between tibia & femur from knee x-ray image. The whole methodology is divided into three steps: pre-processing, boundary finding & parameter calculating. They have concluded that the derived parameters are found to be satisfactory & useful in Knee OA detection. They have also concluded that average processing time for each image is about 0.5 seconds.

J.E.Schmidt et al[53], have presented a novel semi-automated method for measurement of joint space width(JSW). The images were analyzed using a MATLAB custom program. The image was cropped to include the knee joint & canny edge detection method was applied on the image. They have concluded that the semi automated method showed higher reproducibility (0.01±0.44) than manual method (0.08±0.71).

Lior Shamir [54], have developed image analysis method that can find correlations between radiographic findings & clinical indicators. The methods includes WND-CHRM algorithm using different feature extraction techniques (Haralick, Tamura, Shape, Statistical). The computed features are classified using weighted Nearest Neighbour scheme. They have concluded that the method demonstrated the satisfactory association between the radiographic findings & clinical indicators.

Sreeparna Banerjee et al[57], have described a class of analogy algorithms based on Cellular Neural Networks for detecting OA from hand x-ray images. Cellular Neural Network algorithms are useful when fast & robust pre-processing is required. The parameter used for detection of OA is osteophytes or bone spurs. The algorithm uses standard CNN templates and spiculus seeker algorithm to isolate the osteophytes. They have resulted with 90% of accuracy rate.

Sreeparna Banerjee et al[60], have used Cellular neural network (CNN) based techniques for detecting indications of Osteoarthritis. The methodology incorporates image enhancement, region segmentation & line detection techniques. The CNN algorithms provide a combination of analog & logic operations for image processing in X-ray images that isolates the region of interest. The parameters used for the diagnosis of the disease are cysts & osteophytes in hand x-ray image. They have concluded that the CNN based techniques have proved to be successful in extracting the signs of the disease OA in X-ray images.

Lynchf et al[68], have used fractal signature analysis (FSA) for the assessment of OA using knee microradiographs. The FSA measures the fractal textures vertically & horizontally. They have demonstrated that the vertical structure has similar signature as that of normal knee joint, where as horizontal structure showed remarkable change in signature with respect to normal joint.

Subromonium. M et al[69], have developed the algorithm to compute the features from digital X-ray images using Local Ternary Pattern (LTP) and classifying them by using Support Vector Machine Classifier. 50 X-ray samples were used to evaluate the performance of the algorithm. They have concluded that the Linear & Polynomial functions gave 91.66% of specificity & 80% of sensitivity. RBF gave 94.59% of specificity & 66.66% of sensitivity.

Chanda Ray et al[80], have used automatic clustering of X-ray images by K-means method on large feature vector & hierarchical technique is applied on k-means clustering. The clustering is done on multilevel features of X-ray images such as global level, local level & pixel level. They have concluded that the combination of k-means & hierarchical clustering produces very high level of accuracy.

Bram van Ginneken et al[84], have used active shape model segmentation method that is guided by optimal local features. The features are classified using non-linear k-NN classifier. The selection of features is automatic using training images. The sequential feature selection is based on forward & backward selection. They showed that the new method gives significantly better results as compared to old ASM method.

Gert Behiels et al[83], have proposed a improved search procedure for ASM on digital X-ray images & compare the original ASM method with the new technique by optimizing a Bayesian objective function.
They have compared both the techniques & results were listed.

Mohammad Reza Zare et al[86], have presented different methods for automatic classification of X-ray images with respect to image representation techniques. Their work includes two groups of image representations such as low level (GLCM, LBP, canny edge operators, pixel values) & patch based( Bag of Words) are used. These features are further classified using Support Vector Machine (SVM) & k-NN classifiers. They have demonstrated that classification method constructed from LBP & Bag of Words gave good performance as compared to others.

S. Botha-Scheepers et al[70], have studied & evaluated the sensitivity to detect joint space narrowing on OA affected knee radiographic images using fixed flexion radiography & compared the effect of Medial tibial Plateau(MTP) alignment on sensitivity of joint space narrowing(JSN). Their study showed that fixed flexion radiography showed changes in JSW over two years.

P. Ravaud et al[91], have studied the evaluation of knee X-ray based on patients position and X-ray beam direction & inclination. The ideal radiographs were compared with radiographs of modified procedure. Their study resulted that the change in X-ray beam direction is noticeable whereas there is no any modification in Joint space width.

Hillary J. Braun et al[92], the studied & analysed the different imaging techniques used for OA. Imaging modalities includes radiography, magnetic resonance images, optical coherence tomography (OTC) & ultrasound (US). Radiography is used for the examination of bony structures, OCT is used for evaluation of Articular cartilage, US is used for synovial & ligaments. MRI includes visualization of all intra articular structures & pathologies. They have concluded that the combination of the above techniques provides excellent information in gaining the status of disease.

J I Lei-feng et al[105], have used non-invasive method for the detection & diagnosis of knee OA using Electromyogram (EMG) signals. The extraction techniques uses Kalman filter which is used to calculate the system state from time series & signal processing is carried out to train RBF neural network. They have concluded that the accuracy rate of each muscle was approximately above 82%.

Pooja P. Kawathekar et al[144], have used distance based active shape model to calculate the parameter causing OA in knee X-ray images. The features include local binary pattern for the evaluation of parameters & the computed features are classified using K- Nearest Neighbour scheme. The classification of affected & normal OA is stored in first database. Further classification is carried out on abnormal case to find out the worst & medium case. The method includes CLAHE technique & Gabor kernel classification scheme. They have concluded with accuracy rate of 93.8% for KL-0, 70% for KL-1, 4% for KL-2, 10% for KL-3 & 88.9% for KL-4.

Thomas Janvier et al[113], have used region of interest (ROI) scheme using knee X-ray of OA for extracting bone texture features. The texture features were computed using Fractal analysis method. They have concluded that ROI helps in better diagnosis of disease.

P. Podsiadlo et al[114], have developed a method to find the textures of trabecular bone in normal & affected OA radiographic images. The Hurst Orientation transform(HOT) method is used to calculate the texture features like Fractal Dimensions(FD), Fractal Dimensions in Vertical(FDv), Fractal Dimensions in Horizontal(FDh), Texture Aspect ratio(Str). They have concluded that the parameters FD, FDv, FDh showed significantly lower values & Str showed higher values in affected OA.

Virginia Byers Kraus et al[115], have used fractal signature analysis for evaluation of sub chondral bone texture in a knee radiographs to predict the progression of OA. The statistical shape modelling technique is used for measurement of medial compartments of knee. They have concluded that, the method used can be efficient means for identifying the risk factors in knee OA.

X-ray imaging is most commonly used tool for the evaluation of Osteoarthritis. From the survey many methods have been proposed & distinct approaches are applied for the detection of Osteoarthritis. The comparative analyses with promising results used different experimental setup were made by researchers. But still there is scope for developing more robust and precise algorithm that is suitable for evaluating the disease in early stage with high classification rate.

### 3.2 Magnetic Resonance Images for the Systemization of Osteoarthritis

Magnetic resonance imaging (MRI) is a non-invasive medical test that physicians use to diagnose and treat medical conditions. MRI of the knee provides detailed images of structures within the knee joint, including bones, cartilage, tendons, ligaments, muscles and blood vessels, from many angles. In Osteoarthritis MRI is done for the detection of cartilage area, cartilage thickness, area of patella cartilage, femur and tibia cartilage, chondrocytes, trabecular bone etc. The image shown below is a simple OA affected knee MRI image.
Bhagyashri L.Wagaj et al [2], have used pixel segmentation method to diagnose the osteoarthritis disease. The segmented image obtained is used to calculate the area of cartilage and to estimate the image is OA affected or Normal. They have concluded that among 32 images, 16 were normal OA (full classified) and 16 with affected OA (1 misclassified).

Dipali D.Deokar et al [5], have used new automatic knee OA detection system, based on feature extraction and artificial neural network. The features computed were GLCM texture, statistical features, shape features etc by using different image processing algorithms. The technique consists of four stages pre-processing, segmentation, feature extraction and classification. They have concluded 98.5% of classification accuracy rate.

M.S Mallikarjun Swamy et al [6], have used MRI images for cartilage thickness measurement and visualization that is useful in early detection and progression of the Osteoarthritis disease. This work reviews knee joint Articular segmentation methods, visualization, thickness measurement, volume measurement using different segmentation methods. The features are classified as pixel based or model based methods. They have come with the result by adopting thickness measurement in 2D and visualization in 3D. The authors have also concluded that there is still scope to develop a method which is efficient in time & complexity for segmentation, visualization & better quantification.

Chao Jin et al [7], have used medical infrared Thermography for knee feature extraction. The features were computed for patella analysis. Support vector machine (SVM) classifier is used to perform the further analysis. They have concluded that the SVM classifier has an accuracy of 85.51% in detecting normal and abnormal cases.

Nadeem Mahmood et al[9], have used different image segmentation and edge detection methods for the visualization of knee cartilage image. Different edge detection algorithms used are Sobel, Prewitt, Robert, Zero Cross and Canny Edge detection algorithms. The result showed that canny edge detection algorithm works well with the given images as compared to other methods.

Mahesh B.Nagarajan et al [10], have used visualization and texture analysis to characterize chondrocyte patterns in the presence and the absence of Osteoarthritic damage. The Minkowski functional (MF) and gray level co-occurrences matrices (GLCM) are used for texture analysis. They have concluded that best classification performance was observed with MF as compared to GLCM.

M Lakshmi et al [13], have used image processing techniques on MRI of knee to get the thickness of cartilage for the detection of osteoarthritis. The various algorithms like Otsu’s algorithm, Vertical edge detection, and automatic region detection, Euclidian & connected component are used. They have used adaptive histogram equalization, contrast enhancement, Gaussian filter, & edge detection techniques on knee MRI. This work resulted in estimating the articular cartilage thickness for the detection of knee OA.

Thomas P et al [15], have used methods for evaluating the progression of osteoarthritis through dynamic functional imaging. The image processing techniques are used for quantifying cartilage loss and computational methods for generating 3D maps of cartilage thickness. They have concluded that the functional joint imaging can be used as a powerful diagnostic tool for the detection of knee disorders.

Shawli Bardhan et al [16] have used medical infrared Thermography for the temperature analysis and early detection of abnormalities due to inflammation. Medical infrared Thermography is fast imaging techniques that records & monitor the flow of body temperature by receiving the infrared emitted from the skin surface. This work had a sufficient good result in analyzing the body temperature & detecting inflammatory disorders.

Markus Walther et al [21], have used power Doppler sonography (PDS) in the diagnosis of synovial tissue of the knee joint of OA affected patients. The PDS findings are compared with histopathology findings. The samples of synovial tissues are collected and analyzed using digital image evaluation system. The result showed that PDS is more reliable diagnostic method for qualitative grading of vascularity of synovial tissue.

Gabrielle Blumenkrantz et al [23], have proposed advancement in cartilage imaging, measurement of relaxation time, computation of cartilage volume & thickness are presented using knee MRI image. Different quantitative and mapping techniques are used and they have resulted that these techniques can provide information beyond morphological changes in Articular cartilage.
Olivier Beuf et al [25], have used high resolution MRI to evaluate the trabecular bone structure of different stages of OA affected patients. The images of patients without OA, with mild OA and with severe OA was collected and different features like trabecular bone volume fraction, trabecular number, trabecular separation and trabecular thickness were computed. They have concluded that the calculations made on trabecular bone structure shows significant variations in patients with varying degrees of OA.

Meenaz H. Shaik et al [26], have used different image segmentation techniques to analyze the knee MRI images and extract the data from them. The different techniques used are thresholding, region based, clustering, Markov random field, artificial neural network, deformable and atlas guided method. The authors have made the comparison of all the segmentation methods and listed the results.

Wei Chun Lin et al [31], have used vibroarthrographic (VAG) signals to detect OA. In their work the system consists of goniometry, electronic stethoscope to detect knee VAG signals and signal processing system as a system kernel. Statistical analysis & Fourier transform were obtained & partition indices were calculated. The processed VAG signals are compared with predicted & observed results & they have concluded with 89.52% of sensitivity & specificity of 67.50% and total accuracy of 81.52%.

Ahmet Alkan et al [33], have used methods like segmentation, fuzzy-c means clustering & SVM classifier to analyze the severity of OA through KL grading system. In their work the features of interest were cross-sectional fat (CSFA), muscle (CSMA), Femur (CSFEMA) & bone (CSBA) & they have achieved 72% of accuracy rate.

Pierre Dodin et al [34], have used automated system for quantification of knee bone marrow lesion (BML) for the detection of OA. The method includes four steps; selection of structured bright areas corresponding to BML’s, geometric filtering, segmentation of BML & quantification of BML. The comparison between automated method and manual BML segmentation showed excellent result.

B.G. Ashinsky et al [36], have used pattern recognition & multivariable regression method in the classification of human Articular cartilage. The Weighted Neighbour distance using compound hierarchy of algorithms representing morphology (WND-CHRM) method to perform binary classification on normal & OA affected MRI. Feature extraction includes Wavelet, Chebyshev, Edge and Fourier transforms. Various features computed were texture features, statistical features & polynomial decomposition of raw image. They have concluded that the classification between normal & OA yielded accuracy between 36% & 70% where as multiple linear tests square regression method had an accuracy of 86%.

Jeffrey W. Prescott et al [51], have proposed fully automated method for the segmentation of femur bone based on anatomical constraints. The method is implemented using morphological operations to extract femur medulla & cortex. The algorithm separates medulla from cortex using segmentation method & to know how these properties may be related to OA. The results showed that there is significant association between gender & femur CSA. There was strong relationship between femur CSA & KL grades for females. But no any significant association was found in male.

Neila Mezghani et al[52], have developed an automatic computer method to discriminate Asymptomatic (AS) from OA knee gait patterns using 3-D ground reaction force (GRF) measurements. The method extracts the features from GRF vectors & than classify it through nearest neighbour rule using set of reference characteristics. The characteristics were coefficients of polynomial expansion & coefficients of wavelet decomposition. They have achieved a discrimination rate of 91% with wavelet decomposition.

Jose G et al[55], have used fully automated method for segmenting knee cartilage & bone. The method is used to develop multiple anatomical knee atlases for MRI datasets. These atlases are morphed & matched to each subject of MR images to segment cartilage & bone simultaneously. In their work advanced image analysis is used to classify each voxel according to voxel classification. The methodology includes image acquisition, atlas creation, image segmentation, segmentation accuracy, image quantification & quantification performance. The authors have concluded that the fully automated segmentation method produces accurate cartilage thickness, volume, shape measurement & thickness valuable for the study of OA.

Sanjeevkumar Kubakkaddi et al[56], have used simple & automatic method for segmentation of Articular cartilage. The algorithm calculates the thickness of femur & tibia cartilage together at joint location to analyze the damage of cartilage. The method uses Adaptive histogram equalization which is further subjected to Gaussian low pass filters and zero crossing detection technique to find the thickness of cartilage. The image is further contrast enhanced for making boundaries more clearly for thresholding. After thresholding Canny edge detection is applied to find the edges of cartilage. The authors were successful in calculating the thickness of cartilage valuable for classifying OA.
Peter M. M. Cashman et al[58], have described an automated technique for visualization & mapping of Articular cartilage in MR images of Osteoarthritis Knee. The aim of their work is to develop & validate software for automated segmentation & thickness mapping of articular cartilage from 3-D gradient echo MR images of knee. The methodology includes acquisition, Segmentation, 3-D rendering, Image enhancement Thickness mapping & Trackback. The authors demonstrated the feasibility of automated segmentation method & detection possible down to the sub micrometer level.

Sang Hyun Park et al[59], have used fully automatic method to segment bone compartments in MR images of knee joint for research on knee osteoarthritis. The proposed method efficiently utilizes shape & intensity parameters that are obtained from pre-segmented data and applies branch and mincut to configurations of shape templates. The iteration includes translation, rotation & scale parameters for shape prior configuration & greedily selecting the optimal. They have concluded that branch and mincut has increased accuracy & efficiency compared to only when shape priors are applied.

Jeffrey W. Prescott et al[61], have used automated method to segment the adipose tissue of thigh muscle using MR images. The morphological constraints & thresholding is applied to carry out the segmentation. They have concluded with specificity of 67% & sensitivity of 82%.

M. S. Swanson et al[62], have developed semi-automated segmentation method to access the lateral meniscus in normal & OA knee. The method was applied on knee MR images of normal & affected OA. The meniscus region was calculated through Gaussian fit model. The conditional dilation & post-processing is carried out after thresholding that excludes the area surrounding the meniscus for better accuracy. The results showed 80% for normal participants & 75%, 67%, 64% for participants with established Knee OA.

Jenny Folkesson et al[63], have presented a fully automated method for cartilage segmentation using Voxel classification for knee MR images. Training & evaluation of the method is performed on data set consisting of 139 scans of knee status ranging from normal to sever OA. The segmentation method includes two steps: first step consists of shifting the coordinates of scans to get the cartilage centre of mass for segmentation & in second step scan is classified using sample expanding algorithm. The outcome is combined & the largest component is selected as cartilage segmentation. They have concluded that the automatic segmentation of scan is approximately 10 min where as trained radiologist takes around two hours to segment the cartilage.

Jurgen Fripp et al[64], the authors have presented a segmentation scheme that automatically and accurately segments all the cartilages from magnetic resonance (MR) images of non pathological knees. The method involves the automatic segmentation of the bones using a three-dimensional active shape model, the extraction of the bone-cartilage interface (BCI), and cartilage segmentation from the BCI using a deformable model that utilizes localization, patient specific tissue estimation and a model of the thickness variation. The method obtained robust results and provided a good estimate of the “global” affine deformation between the images. Authors have predicted the method has only limited sensitivity and specificity for cartilage segmentation.

J. Mcbride et al[65], in this work, authors have analyzed gait biomechanical data using neural network models to predict the level of joint deterioration and the level of pain in participants suffering from knee osteoarthritis. The results demonstrated a strong correlation between gait kinetics and joint deterioration and level of pain in OA affected individuals.

Chuah Zhi En et al[66], have used an artificial neural network (ANN) based classifier to classify the knee MR image of OA affected individuals. The methodology includes data set of 150 MR images which is undertaken Discrete Wavelet Transform-Based (DWT) Feature extraction and the computed features are classified using Artificial Neural Network classifier. The proposed method obtained 98.5% classification accuracy on training the images and 94.67% of classification accuracy on testing the images of the selected datasets.

Chueh-Loo Poh et al[72], have used knee MRI images to visualize the Articular cartilage thickness using 2D wear map. The authors describe user interface that comprise an interactive function (Track Back) function that allows physician to examine the radiological information. The methodology consists of image acquisition, segmentation & thickness measurement. The 2-D visualization of cartilage thickness is carried out using Wear map & Track back functions. They have concluded that the methods used have the ability to accurately visualize the thickness of cartilage.

C.-L. Poh et al[73], have developed web based user interface that allows doctors to view 2-D segmentation images & 3-D Articular cartilage thickness measurement plots in knee MRI images. The user interface was developed using Java & Scalable Vector Graph (SVG). The paper includes cartilage measurement, 2-D 3-D reconstruction & 3-D slicing.
They have successfully showed the flexibility & effectiveness of the interface.

Chueh-Loo Poh et al[74], have used web based user interface that facilitates the storage display & manipulation of multiple data types across biological continuum that comprises system viscera, tissue, cells, proteins & genes. Web based interface is used to display data & allow interaction by means of Scalable Vector graphics (SVG). Web development language based on Extensible Mark-up Language (XML). They have concluded that the interface provide detail & rapid interpretation of data.

Tong Kuan Chuah et al[75], have investigated quantitative texture analysis of MR images for detection of cartilage related bone marrow lesion (BML). The parameters used for texture analysis were mean intensity, standard deviation, smoothness, third moment, uniformity & entropy. These parameters were calculated in both 2-d & 3-D & were compared between healthy & affected group. They have concluded that the third moment is strong parameter to be used for distinguishing two groups.

Liang Shan et al[76], have proposed fully automatic 3-label segmentation method for bone segmentation (femur & tibia segmentation) using MR images. The method is based on convex optimization problem by embedding label assignment into higher dimensions. The results show the beneficial behaviour of the 3-label segmentation method compared to binary segmentation method.

Liang Shan et al[77], have developed fully automatic atlas based cartilage segmentation method. The method builds the bone cartilage atlas for femur & tibia & uses the resulting atlas to guide femur & tibia segmentation. The atlas generated should help increase segmentation robustness, mitigate, noise effects & focus segmentation on region of interest. The femoral & tibial regions are classified using k-NN classifiers. The classification rate of 78.2% was achieved for femoral cartilage & 82.6% for tibial cartilage.

Jincheng Pang et al[78], have presented active contour algorithm based on level set framework. The algorithm is designed to segment femur & tibia using Bone Marrow Lesion (BML) protocol. The active counters are divided into two classes: region based & edge based. The method demonstrated that the combination of new couple prior shaped & directional edge force provides improved segmentation performance & requires less manual interactions.

Heiko Seim et al[90], have used method for fully automatic segmentation of bones & cartilages using knee MR images. The femoral & tibial bone surfaces are reconstructed based on statistical shape model & graph based optimization. The calculations made on femoral & tibia bones were average & root means square values. For cartilage quantization volumetric overlap & volumetic difference were measured. They have experimented on 40 MR images & obtained good results.

C R Donoghue et al[120], have used Laplacian Eigen map embeddings to learn the imaging biomarkers of knee MRI. The authors have used region of interest & combined them with embeddings obtained. The results showed better improvement as compared to the previous methods used in literature.

James Cheong et al[125], have used semi automated segmentation method to find the cartilage thickness in Knee MRI of OA patients. The two different segmentation methods used are canny edge & active shape model (ASM) scheme. They have concluded that both the methods gave standard segmentation & measurement accuracy.

Magnetic Resonance imaging provides detail & clear visualization of internal soft tissues. MRI is ordered by physicians only when there is some joint tissue damage. In our survey many researchers have used MRI images to know the progression of OA using different methods & algorithms.

4. CHALLENGES & ISSUES

Various image processing techniques are proposed for the detection and classification of Osteoarthritis. The choice of appropriate technique for specific task is important. Therefore depending on specific task we may need to develop efficient and robust algorithm. This is possible only when there is detail discussion between biologists and specialists of image processing techniques. As per the International Association for the Study of Pain, the articular cartilage is one of the trademarks of OA, but still there is vague understanding of how the various structural changes of other joint tissues interact or how they account for the prevalence of pain, especially knee pain. Similarly, the variance of pain explained both by independent structural changes as well as their sum and interactions remain poorly defined. They also mention that minimum joint space width (JSW) is the standard metric, but use of location-specific JSW has been reported as still challenging issue [168]. Some of the other important issues raised by researchers related to image processing techniques include fuzzy boundaries, high dimensional indexing, multi dimensional images and hybrid techniques with respect to computer vision and machine learning concepts. Along with these issues there are some algorithms which are still open to lot of improvement for making them effective in desired area of medical images.
5 Conclusion & Future Directions

Analysis of MRI, X-ray images is done manually by the physician that is time consuming, subjective & unpredictable. The complexities associated with the medical images make it difficult to analyze them in an effective way. A knee X-ray image is very much prone to unwanted distortions that cause problem in analyzing the bone structures. To overcome these problems there are various automated and semi-automated techniques like image segmentation, feature extraction, image enhancement etc that provides a quick and efficient method to analyze the abnormalities and problems associated with the bone structures. The anatomical structure of knee includes tibia, femur, patella, meniscus, cartilage etc. The said parameters play a vital role in causing Osteoarthritis. Along with these anatomical structures some other physiological indicators & behavioural parameters like gender, weight, blood group, age, CRP content & occupation are also the cause for OA as predicted by some researchers.

In future there is still scope to develop a fully automated method which may be efficient in time, has less computational complexities, reduced manual interactions, better visualization & quantification. Some of the future works are:

- Manual methods are time consuming & fully automated methods are very complex. Thus we need to develop a hybrid method for the better evaluation of the disease.
- In future we need to develop a tool that is associated to Osteoarthritis pain, for example whether the pain is related to joint tissue, neuropathic pain, muscular pain etc.
- Redefining the parameters and classification criteria with respect to Osteoarthritis may help us to identify whether the patient is at high or low risk to develop OA.
- The feature extraction algorithms must be enhanced to extract the modified boundary of the images, which will be helpful for the clear identification of cartilage, femur or tibia edges.
- Robust and coherent algorithms need to be developed for the accuracy improvement in the assessment of OA.

Hence an attempt has been made to put just another small brick into the wall of research on image processing techniques for the detection and classification of Osteoarthritis. So it is important footstep in computer aided analysis to identify the extremity of Osteoarthritis.
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<table>
<thead>
<tr>
<th>Sl No</th>
<th>Author Name</th>
<th>Segmentation Techniques</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Samir K. Bandyopadhyay [3] (2011)</td>
<td>Edge detection method is used for the diagnose of the disease that includes Contrast enhancement &amp; thresholding for patella feature point extraction</td>
<td>Reduced computational complexities &amp; has significantly good result</td>
</tr>
<tr>
<td>2.</td>
<td>Prafull Sharma et al [11] (2013)</td>
<td>Segmentation of X-ray bone image using Watershed, Otsu’s and Discrete step algorithms are used along with Image sharpening, edge detection and morphological operations</td>
<td>The algorithm provides quick and efficient result to analyze the problems related to bone structures.</td>
</tr>
<tr>
<td>3.</td>
<td>Bindushree R et al [12] (2015)</td>
<td>Canny edge algorithm contrast enhancement, histogram equalization, thresholding are used on knee x-ray images.</td>
<td>The joint space width obtained is compared with standard value and classified as normal or affected OA.</td>
</tr>
<tr>
<td>4.</td>
<td>Lilik Anifah et al [40] (2011)</td>
<td>Contrast limited adaptive histogram equalization (CLAHE) &amp; template matching methods are used to segment the joint space area of knee.</td>
<td>Experiment 4 gave 100% accuracy and in second step experiment 2 gave 92.63% of accuracy for right knee and 87.37% for left knee.</td>
</tr>
<tr>
<td>6.</td>
<td>Jessie Thomson et al [41] (2015)</td>
<td>Statistical shape model &amp; RFCL model is used to find the outlines of the bones of knee joint.</td>
<td>The experiments gave overall classification rate of 84.9% of accuracy.</td>
</tr>
<tr>
<td>7.</td>
<td>Tati L. Mengko et al [48] (2005)</td>
<td>Edge detection method is used to determine the region of joint space in OA.</td>
<td>50% sensitivity, 100% specificity &amp; positive predictive value &amp; 91.84% negative predictive value.</td>
</tr>
<tr>
<td>8.</td>
<td>Hung-Chun Lee et al [50] (2006)</td>
<td>Active shape Models (ASM) is used for evaluating knee x-ray image.</td>
<td>Parameters computed are found to be satisfactory &amp; useful in Knee OA detection.</td>
</tr>
<tr>
<td>10.</td>
<td>J I Lei-feng et al [105] (2012)</td>
<td>Non invasive method is used for detection of OA using Kalman filter.</td>
<td>Accuracy rate of each muscle was approximately above 82%.</td>
</tr>
<tr>
<td>11.</td>
<td>Pooja P. Kawathekar et al [144] (2014)</td>
<td>Distance based active shape model method is used to calculate the parameter causing OA.</td>
<td>Accuracy of 93.8% for KL-0, 70% for KL-1, 4% for KL-2, 10% for KL-3 &amp; 88.9% for KL-4 was achieved.</td>
</tr>
<tr>
<td>12.</td>
<td>Bhagyashri L. Wagaj et al [2] (2015)</td>
<td>Pixel based segmentation &amp; texture filter based method is used to classify the disease.</td>
<td>Among 32 images 16 were classified as normal OA with 100% accuracy &amp; 16 images as OA affected with 96.87% of accuracy.</td>
</tr>
<tr>
<td>13.</td>
<td>Nadeem Mahmood et al [9] (2015)</td>
<td>Edge detection methods like Sobel, Prewitt Robert, Zero cross &amp; Canny edge methods were used to visualize knee joint cartilage.</td>
<td>Canny edge detection method works well with the given images as compared to other methods.</td>
</tr>
<tr>
<td>15.</td>
<td>Ahmet Alkan [33] (2011)</td>
<td>Fuzzy c-means clustering &amp; morphological filtering operations are used for MRI segmentation.</td>
<td>Results demonstrated 72% classification accuracy rate</td>
</tr>
<tr>
<td>17.</td>
<td>Sanjeevkumar Kubakkaddi et al [56] (2013)</td>
<td>Adaptive histogram equalization method is used for segmentation of Articular cartilage.</td>
<td>Thickness of cartilage was successfully computed</td>
</tr>
<tr>
<td>18.</td>
<td>Jeffrey W. Prescott et al [61] (2009)</td>
<td>Automated method is used to segment the adipose tissue of thigh muscle using MR images.</td>
<td>Specificity of 67% &amp; sensitivity of 82% was obtained.</td>
</tr>
</tbody>
</table>
19. Jürgen Fripp et al [64] 2010

Bone-cartilage interface (BCI) was computed using active shape model & deformable model. The robust results provided a good estimate of the “global” affine deformation between the images.

20. James Cheong et al [125] 2005

The two methods canny edge & active shape model (ASM) scheme are used for diagnosis of OA. Both the methods resulted in standard segmentation & measurement accuracy.

<table>
<thead>
<tr>
<th>Sl no</th>
<th>Authors name</th>
<th>Feature Extraction</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Lior Shamir et al [1] (2008)</td>
<td>Detection of OA based feature extraction techniques. The features computed were Zernike features, Multi scale histograms, Tamura texture features, Haralick feature, statistical features</td>
<td>95% of moderate OA and 80% of minimal OA was differentiated from normal.</td>
</tr>
<tr>
<td>4.</td>
<td>Lior Shamir et al [35] (2010)</td>
<td>High Contrast features, Haralick features, Tamura features and Statistical features are used &amp; classified using Weighted Nearest Neighbour classifier.</td>
<td>Bone texture shows no significant difference between KL grade 0 &amp; KL grade 1. The bone structure alterations were observed clearly after grade 2 onwards.</td>
</tr>
<tr>
<td>5.</td>
<td>Subromonium.M et al [69] (2013)</td>
<td>Local ternary Pattern (LTP) is used for assessment of OA using x-ray images. The LTP features were computed &amp; classified using Support Vector Machine (SVM) approach.</td>
<td>Linear &amp; Polynomial functions gave 91.66% of specificity &amp; 80% of sensitivity. RBF gave 94.59% of specificity &amp; 66.66% of sensitivity.</td>
</tr>
<tr>
<td>6.</td>
<td>Virginia Byers Kraus et al [115] 2009</td>
<td>Statistical Analysis of fractal signatures was performed to predict the progression of knee OA. Features were computed using statistical shape modelling technique.</td>
<td>Accuracy rate of 75% was obtained related to joint space narrowing.</td>
</tr>
<tr>
<td>7.</td>
<td>Dipali D.Deokar et al [5] (2015)</td>
<td>Artificial Neural Networks &amp; feature extraction techniques are used to detect knee OA. Grey level Co-occurrence Matrix (GLCM) textural features, Statistical feature, Shape feature were computed.</td>
<td>92% of accuracy rate was achieved in detecting the disease</td>
</tr>
<tr>
<td>8.</td>
<td>B.G.Ashinsky et al [36] (2015)</td>
<td>MRI classification is proposed using Pattern recognition &amp; multilevel regression with WND-CHRM method. Texture features, statistical features, Polynomial decomposition of raw image were computed.</td>
<td>86% of accuracy rate was obtained.</td>
</tr>
<tr>
<td>9.</td>
<td>Neila Mezghani et al [52] 2008</td>
<td>The gait patterns technique is used for 3D images of knee OA. Features were computed using GRF vectors &amp; classified using Nearest Neighbour rule.</td>
<td>91% of classification rate was obtained.</td>
</tr>
<tr>
<td>10.</td>
<td>Tong Kuan Chuah et al [75] 2011</td>
<td>Quantitative texture analysis using MR images. Features computed were mean intensity, standard deviation, smoothness, third moment, uniformity &amp; entropy.</td>
<td>Third moment is strong parameter to be used for distinguishing two groups.</td>
</tr>
</tbody>
</table>
### Table 2.3 Classification methods for OA exploration

<table>
<thead>
<tr>
<th>Sl No</th>
<th>Authors name</th>
<th>Classification Technique</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>M.Subramoniam et al [8] (2013)</td>
<td>Classification of OA based on Local binary pattern (LBP) is used. Euclidian, Cosine, Manhattan, correlation features using K-nearest neighbour classifier</td>
<td>Correlation distance measure produces 93% classification rate among all the cases.</td>
</tr>
<tr>
<td>2.</td>
<td>Dian Pratiwi et al [14] (2011)</td>
<td>Classification technique based on Artificial neural network is used to measure the severity of Osteoarthritis disease.</td>
<td>66.6% of accuracy rate is achieved.</td>
</tr>
<tr>
<td>4.</td>
<td>B.G.Ashinsky et al <a href="2015">36</a></td>
<td>MRI classification is proposed using Pattern recognition &amp; multilevel regression with WND-CHRMR method.</td>
<td>86% of accuracy rate was obtained.</td>
</tr>
</tbody>
</table>

### Table 2.4 Dataset used in the literature

<table>
<thead>
<tr>
<th>Sl.No</th>
<th>Author Name</th>
<th>Data Set/Sample size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.</td>
<td>Bhagyashri L Waqaj [2]</td>
<td>32 MRI joint images were collected</td>
<td>Created own database</td>
</tr>
<tr>
<td>7.</td>
<td>Wei-Chun Lin [31]</td>
<td>144 MRI images</td>
<td>Created own database</td>
</tr>
<tr>
<td>9.</td>
<td>Ahmet Alkan [33]</td>
<td>103 MRI images</td>
<td>Created own database</td>
</tr>
<tr>
<td>13.</td>
<td>Lior Shamir [54]</td>
<td>300 X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>15.</td>
<td>Hung Chun [50]</td>
<td>60 X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>16.</td>
<td>Jeffrey W. Prescott [51]</td>
<td>103 MRI images</td>
<td>Created own database</td>
</tr>
<tr>
<td>19.</td>
<td>Jenny Folkesson [63]</td>
<td>139 MRI images</td>
<td>Created own database</td>
</tr>
<tr>
<td>20.</td>
<td>Subramonium M [69]</td>
<td>50 X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>22.</td>
<td>Lilik Anifah [40]</td>
<td>98 X-Ray impaired images</td>
<td>Created own database</td>
</tr>
<tr>
<td>25.</td>
<td>Neila Mezghani [52]</td>
<td>42 radiograph images</td>
<td>Created own database</td>
</tr>
<tr>
<td>26.</td>
<td>J E Schmidt [53]</td>
<td>31 bilateral Knee radiographs were obtained</td>
<td>Created own database</td>
</tr>
<tr>
<td>27.</td>
<td>Tong Kuan Chuah [75]</td>
<td>168 slices of MRI images</td>
<td>Created own database</td>
</tr>
<tr>
<td>28.</td>
<td>Chhanda Ray [80]</td>
<td>150 X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>29.</td>
<td>S Botha-Scheepers [70]</td>
<td>193 X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>30.</td>
<td>P Ravaud [91]</td>
<td>10 X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>31.</td>
<td>Shubhangi D.C [101]</td>
<td>100 Scanned X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>32.</td>
<td>C B Chang [104]</td>
<td>170 X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>33.</td>
<td>Thomas Janvier [113]</td>
<td>1054 X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>34.</td>
<td>Virginia Byers [115]</td>
<td>159 X-Ray images</td>
<td>Created own database</td>
</tr>
<tr>
<td>35.</td>
<td>C R Donoghue [120]</td>
<td>1131 MRI images</td>
<td>Created own database</td>
</tr>
<tr>
<td>36.</td>
<td>Flavia Cicuttini [139]</td>
<td>28 MRI images</td>
<td>Created own database</td>
</tr>
</tbody>
</table>