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Abstract: Among many purposes of science, analyzing nature may be the most important and beautiful part. We all know that Differential 

Equations (DEs) are the mathematical expression of many natural phenomena. In modern science, analyzing tools like calculus, measure, 

sequence, series etc. have been used very frequently. Every analysis of Des has only one goal which is to get the solutions of a DE. In fact, most of 

these Des don’t have exact solutions and many methods have been introduced to get some good solutions. Now-a-days, Functional analysis plays 

an important role to analyze these methods. Some methods have solid foundation and flexibility. To make use all of these methods properly, we 

have to understand the nature of DEs and also realize the characteristics of the solutions. Without having any idea about solutions we don’t think 

more, this is why we have started our study of analysis to make more and more benefits of these methods. This analysis will give us a solid platform 

to select best methods among others and will help us to find new more accurate methods. 

Index Terms: Sobolev space, -algebra, Hilbert norm, Sobolev inequalities, function space, ellipticity, condition 

 
1 INTRODUCTION 

1.1 Measure spaces [1]: Let X is an arbitrary set. A 
collection 𝔄 of subsets of X is called algebra (or a field) of 
subsets of X if it satisfies the following conditions: 

(i) X  𝔄,  

(ii) A  𝔄 implies that 𝐴𝑐 𝔄, 

(iii) A, B  𝔄 implies that BA  𝔄. 
An algebra 𝔄 of subsets of a set X is called  algebra (or a 

 field) if it satisfies the additional condition: 

(iv) (𝐴𝑛 ∶ 𝑛  ℕ)  ⊂  𝔄 Implies that𝑈𝑛  ℕ𝐴𝑛  𝔄. 
 

Definition-1: Let 𝔄 be  algebra of subsets of a set X. The 

pair (X, 𝔄) is called a measurable space. A subset E of X is 

said to be 𝔄-measurable if E  𝔄. 

a) If  is a measure on  algebra 𝔄 of subsets of a set 

X, we call the triple (X, 𝔄,) a measure space. 

b)  A measure  on  algebra 𝔄 of subsets of a set X is 

called  finite measure if (X) . In this case, (X, 𝔄, 

) is called a finite measure space. 

c) A measure  on  algebra 𝔄 of subsets of a set X is 

called a -finite measure if there exists a sequence 

(𝐸𝑛 ∶ 𝑛  ℕ) in 𝔄 such that 𝑈𝑛  ℕ𝐸𝑛 = 𝑋 and  (𝐸𝑛)   

for every𝑛  ℕ. In this case, (X, 𝔄,) is called a 
finite measure space. 

d)  A set D  𝔄 in an arbitrary measure space (X, 𝔄,) is 

called a -finite set if there exists a sequence (𝐷𝑛 ∶

𝑛  ℕ) in 𝔄 such that 𝑈𝑛  ℕ𝐷𝑛 = 𝐷 and (𝐷𝑛)   for 
every𝑛  ℕ. 

 

Definition-2 [2]: Let H be a vector space. A scalar product 

(u, v) is a bilinear form on H H with values in ℝ (i.e., a map 

from H H to ℝ that is linear in both variables) such that 

(u, v) = (v, u) u, v  H (symmetry) 

(u, u)  0    u  H    (positive) 

(u, u)  0    u  0    (definite) 

A bilinear form a: HH → ℝ is said to be  
i. Continuous if there is a constant C such that  

         vuCvua ),(         u, v  H; 

ii.  Coercive if there is a constant   0 such that  

      uvuvua  ,),(         v  K.         

Proposition [2]: Given any   𝐿2(𝐼) and,   ℝ there 

exist a unique function u 𝐻2(𝐼). Furthermore, u is obtained 
by 

.)1()
2

1

)(

min 22

2 (









  

I I

vvfv
Iv vv

H
  

If, in addition, )(ICf  , then ).(
2

Iu C  

 

1.2 Maximum principle for the Dirichlet problem [2]: 
Assume that 

  𝐿2(𝑈) and u  𝐻1(𝑈)  ∩ C (𝑈̅) 
Satisfy 

 
UUU

fuu .          𝐻0
1(𝑈). 

Then for all x  U,                      

U

fu inf,inf
min{


} }

sup,sup
max{

U

fu


 

(Here and in the following, sup = essential sup and inf = 
essential inf.) 
There exist a Hilbert basis (𝑒𝑛)𝑛  1 of 𝐿2(𝑈) and a sequence 

and (𝑛)𝑛  1 of reals with 𝑛 > 0 n and 𝑛 → + such that 

𝑒𝑛  𝐻0
1(𝑈) ∩ 𝐶∞(𝑈), 

-∆𝑒𝑛 = 𝑛 𝑒𝑛     in U. 
We say that the𝑛’s are the eigenvalues of -∆ (with Dirichlet 
boundary condition) and that the𝑒𝑛 ’s are the associated 
eigenfunctions.  
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Stampacchia [2]: Assume that a (u, v) is a continuous 

coercive bilinear form on H. Let K  H be a nonempty 

closed and convex subset. Then, given any   𝐻∗ , there 

exists a unique element u  K such that  

a (u, v – u)  〈, 𝑣 − 𝑢〉         v  K. 
Moreover, if a is symmetric, then u is characterized by the 
property 

u  k   and 
1

2
a (u, u) - 〈, 𝑢〉 = {

min

Kv

1

2
a (v, v)〈, 𝑣〉} 

1.3 Banach fixed-point theorem the contraction 
mapping principle [2]: Let X be a nonempty complete 
metric space and let S: X→X be a strict contraction, i.e., 

),(),(
2121 vvvv kdSSd   𝑣1, 𝑣2  𝑋  with k  1. 

Then S has a unique fixed point, u = Su.  
 

Lax-Milgram [2]: Assume that a (u, v) is a continuous 

coercive bilinear form on H.  Then, given any H , 

there exists a unique element u  H such that 

vvua ,),(          v  H 

Moreover, if a is symmetric, then u is characterized by the 
property 

Hu and
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Differentiation of a composition [2]: Let G  𝐶1(ℝ) be 

such that G (0) = 0 and MsG  )(    s  ℝ for some 

constant M. Let )(
,1

Uu W
p

  with  p1 . Then  

)(
,1

UuG W
p

 and  ,)()(
xx ii

u
uGuG
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
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
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i = 1, 2, N     

 

1.4 Motivation for the definition of weak derivative 
[3]: Assume we are given u  𝐶1(U). Then if  𝐶𝑐

∞(U), we 
see from the integration by parts formula that 

dx
x

dx
x

u
UU

u
ii

  
   

(i = 1...… n)          (1) 

There are no boundary terms, since  has compact in U and 
thus vanishes near𝜕𝑈. More generally now, if k is a positive 

integer, u𝐶𝑘(𝑈), and  = (𝛼1, … … … … . , 𝛼𝑛) is a multiindex 
of order |𝛼| =  𝛼1 +  … … . + 𝛼𝑛 = 𝑘, then 

dxudxu
UU

DD 


  )1(            (2) 

This equality holds since 





















xnx
n

n

D ........

1

1

1

 

And we can apply formula (1) |𝛼| times. 

We next examine formula (2), valid for u 𝐶𝑘(𝑈), and ask 
whether some variant of it might be true even if u is not k 
times continuously differentiable. Now the left side of (2) 
makes sense if u is only summable: the problem is rather 

that if u is not 𝐶𝑘 then the expression “𝐷𝛼𝑢” on the right 
hand side of (2) has no obvious meaning. We resolve this 
difficulty by asking if there exists a locally summable 
function 𝑣  for which formula (2) is valid, with 𝑣 
replacing𝐷𝛼𝑢. 
Let U ⊂ ℝ𝑛 be an open set and let 𝑢  𝐿𝑙𝑜𝑐

1 (𝑈) be such that  

  0uf         𝐶𝑐
(𝑈) 

Then, u = 0 a.e. on U. 
 

Uniqueness of weak derivatives [3]: A weak 𝛼th –partial 

derivative of 𝑢, if it is exists, is uniquely defined up to a set 
of measure zero. 
 

Example [3]: Let   n = 1, U = (0, 2), and 

u(x) = {
x  if 0 < 𝑥 ≤ 1
1   if 1 < 𝑥 < 2

 

Define v(x) = {
1  if 0 < 𝑥 ≤ 1

0   if 1 < 𝑥 < 2 .
  Let us show that u′ = v  in 

the weak sense. To see this, choose any ϕ ∈ Cc
∞(U). We must 

demonstrate ∫ uϕ′dx
2

0
= − ∫ vϕdx

2

0
. 

Now, ∫ uϕ′dx
2

0
 

      = ∫ xϕ′dx
1

0
+ ∫ ϕ′dx

2

1
= − ∫ ϕdx + ϕ(1) − ϕ(1)

1

0
=

− ∫ vϕdx
2

0
. 

 

Example: Let   𝑛 = 1, 𝑈 = (1, 3),  

and              𝑢(𝑥) = {
𝑥𝑖𝑓 1 < 𝑥 ≤ 2

3   𝑖𝑓 2 < 𝑥 < 3
 

Define 𝑣(𝑥) = {
1  𝑖𝑓 1 < 𝑥 ≤ 2

0   𝑖𝑓 2 < 𝑥 < 3 .
  Let us show that 𝑢′ ≠ 𝑣 in 

the weak sense.  
To see this, choose any 𝜙 ∈ 𝐶𝑐

∞(𝑈). We have to show that  

∫ 𝑢𝜙′𝑑𝑥
3

1
≠ − ∫ 𝑣𝜙𝑑𝑥

3

1
. 

 Now, ∫ 𝑢𝜙′𝑑𝑥
3

1
= ∫ 𝑥𝜙′𝑑𝑥

2

1
+ 3 ∫ 𝜙′𝑑𝑥

3

2
= − ∫ 𝜙𝑑𝑥 +

2

1

2𝜙(2) − 3𝜙(2) = − ∫ 𝜙𝑑𝑥 − 𝜙(2)
2

1
= − ∫ 𝑣𝜙𝑑𝑥 − 𝜙(1)

3

1
≠

− ∫ 𝑣𝜙𝑑𝑥
3

1
. 

 

1.5 Sobolev inequalities [3] 
The crucial analytic tools here will be certain so-called 
“Sobolev-type inequalities”, which we will prove below for 
smooth functions. These will then establish the estimates for 
arbitrary functions in the various relevant Sobolev spaces. 
 
To clarify the presentation we will consider first only the 
Sobolev space𝑊1,𝑝, does u automatically belong to certain 
other spaces? The answer will be “yes”, but which other 
spaces depends upon whether 

1  p  n, 
P = n, 

n  p   
Suppose that U is of class𝐶1. Let  

u  𝑊1,   𝑝(𝑈) ∩ C(𝑈̅)    with 1  p  . 
Then the following properties are equivalent: 

(i) u = 0 on Γ. 

(ii) u  𝑊0
1,   𝑝

(𝑈) 
 

1.6 Holder’s Inequality for ),1(, qp : Given a 

measure space (X, 𝔄,). Let  and g be two extended 
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complex-valued 𝔄-measurable function on X such that 

gf , <  a.e. on X. 

i. For any ),1(, qp such that 1
𝑝⁄ +  1 𝑞⁄ = 1 , we 

have 

,
1

gffg
qp

               

Provided the product of the two nonnegative extended real 

numbers f
p

and g
p

exists. 

(ii) If 0 < f
p

< g
q

< , then the equality in the 

above equation holds if and only if  

gf
qp

BA   

a.e. on X for some A, B > 0. 
 

1.7 Schwarz’s Inequality: Given a measure space (X, 𝔄,). 

Let and g be two extended complex-valued 𝔄-measurable 

functions on X such that gf , . Then we have                      

,
221

gffg 
 

Provided the product of the two nonnegative extended real 
numbers  

f
2

 and g
2

exists. 

1.8 Inhomogeneous Neumann Condition: Consider the 
problem 









 )1(,)0( uu

fuu
     On l = (0, 1),      (3)                             

With,   ℝ are given function. 
 

         

1.9 Murkowski’s inequality for ),1[ p : Given a 

measure space (X, 𝔄,). Let  and g be two extended 
complex-valued 𝔄-measurable function on X such that 

., gf
 
Then for every ),,1[ p we have 

                   gfgf
ppp

         

The norm }.,.{. 2
1


h

 on an inner product space 

 .,.,X  is called a Hilbert norm. If X is complete with 

respect to the Hilbert norm, then X is called a Hilbert space. 

 
 

2 Methodology 
 
The maximum principle is a very useful tool, and it admits a 
number of formulations. We present here some simple 
forms. Let U be a general open subset ofℝ𝑁. 
 

Let: X → ℝ be a real valued function defined on a set X. A 

real number a is called an upper bound for  if  (x)  a for 
all x in X, i.e., if the set  

𝑓−1(𝑎, ∞) = {x  X:  (x)  a} is empty. 

Let 

𝑈𝑓 = {a  ℝ:𝑓−1(𝑎, ∞) = ∅} 

be the set of upper bounds of . Then the supremum of  is 
defined by  

                       sup  = inf 𝑈𝑓 

If the set of upper bounds 𝑈𝑓 is nonempty, and sup  = +  

otherwise. [4] 

   Now assume in addition that (X, 𝔄,) is a measure space 

and, for simplicity, assume that the function  is measurable. 

A number a  is called an essential upper bound of  if the 

measurable set 𝑓−1(𝑎, ∞) is a set of measure 𝔃ero. i.e., if (x) 

 a  for almost all x in X.  

Let  

𝑈𝑓
𝑒𝑠𝑠 = { a   ℝ: (𝑓−1( a , ∞)) = 0} 

Be the set of essential upper bounds. Then the essential 
supremum is defined similarly as  

ess sup  = inf 𝑈𝑓
𝑒𝑠𝑠 

If  𝑈𝑓
𝑒𝑠𝑠  ∅, and ess sup  = + otherwise. 

 
Exactly in the same way one defines the essential infimum 
as the supremum of the essential lower bounds, that is, 

ess inf  = sup{b  ℝ : (({x : (x)  b}) = 0} 
 

If the set of essential lower bounds is nonempty, and as - 
otherwise 
 
On the real line consider the Lebesgue measure and its 

corresponding -algebra 𝔄.  

Define a function  by the formula 

(x) =  {
5,   𝑖𝑓 𝑥 = 1

−4,   𝑖𝑓 𝑥 =  −1
    2,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

The supremum of this function (largest value) is 5, and the 
infimum (smallest value) is -4. However, the function takes 
these values only on the sets 1 and -1 respectively, which are 
of measure 𝔃ero. Everywhere else, the function takes the 
value 2. Thus, the essential supremum and the essential 
infimum of this function are both 2. 
 

2.1 General elliptic equations of second order 

Let U ⊂ ℝ𝑁 be an open bounded set. We are given functions 

𝑎𝑖𝑗(𝑥)  𝐶1(𝑈̅), 1  i, j  N, satisfying the ellipticity condition  

,)(
1,

2





N

ji
jiij

xa     ℝ𝑁 With   0    (1)                           

2.2 Maximum principle for the Dirichlet problem  

Assume that 

  𝐿2(𝑈) and u  𝐻1(𝑈)  ∩ C(𝑈̅) 
Satisfy 

 
UUU

fuu .          𝐻0
1(𝑈)                               

Then for all x  U,                      

U

fu inf,inf
min{


} }

sup,sup
max{

U

fu


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(Here and in the following, sup = essential sup and inf = 
essential inf.) 
 

We use Stampacchia’s truncation method. Fix a function G  
𝐶1(ℝ) such that  

(i) | G (𝑠)|  M                   s  ℝ, 

(ii) 𝐺 𝑖𝑠 𝑠𝑡𝑟𝑖𝑐𝑡𝑙𝑦 increasing on (0, +), 

(iii) 𝐺(𝑠) = 0       s  0. 
Set 

K = }
sup,sup

max{
U

fu


 

And assume K  (otherwise there is nothing to prove).  
Let v = G (u-K). 
We distinguish two cases: 

(a) The case |𝑈|  . 
 

Then, ).(
1

Uv H on the other hand, v 𝐻0
1(𝑈), since v  

C (𝑈̅) and v = 0 on . Plug this v into (1) and proceed as the 
proof of Proposition-1. 

(b) The case |𝑈|  . 

We have then K  0 (since (x)  K a.e. in U and   𝐿2 imply 

K  0). Fix K  > K. By the differentiation of the composition 

applied to the function )( KtGt  we see that v = G (u-

K  )  𝐻1(U). Moreover, v  C (𝑈̅) and v = 0 on ; thus v  
𝐻0

1(𝑈). Plugging this v into (1) we have  

  

UU U

KufGKuuGKuGu )()()(
2

     

(2)                                  

On the other hand, G ( Ku  )  𝐿1(𝑈), since 

0  G ( Ku  )  M|𝑢|, 

And on the set [u K  ] = {x  U: u(x)  K  } we have 

 
 ][

2

Ku U

uu  

We conclude from (2) that  

  
U U

KuGKfKuGKu .0)()()()(  

It follows that u  K   i.e. in U and thus u  K a.e. in U 

(since K  > K is arbitrary). 
 

Suppose that the functions 𝑎𝑖𝑗  𝐿∞(𝑈) satisfy the ellipticity 

condition (1) and that 𝑎𝑖 , 𝑎0  𝐿∞(𝑈) with 𝑎0  0 in U. Let   

𝐿∞(𝑈) and u  𝐻1 ∩ C (𝑈̅) be such that  

 











U UU i i

i

jU ji i

ij
fu

uu
a

x
a

xx
a 


0

,

      

  𝐻0
1(𝑈)                                          (3) 

Then  

[u  0 on  and   0 in U] ⇒ [u  0 in U]           (4)                                      
 

Suppose that 𝑎0  0 and that U is bounded. Then 

[  0 in U] ⇒ [u  


uinf
 in U]                      (5)                                                                                     

And  

[ = 0 in U] ⇒ [





uu supinf
in U]                  (6)                                                                                   

We prove this result in the case 𝑎𝑖  0, 1  I  N; the general 
case is more delicate. To establish (4) is the same as showing 
that 
 

[u  0 on  and   0 in U] ⇒ [u  0 in U]         (7)                                                     

We choose  = G (u) in (6); we thus obtain 

,0)(
,








 uG

UU

xx
a

jU ii
ij

 

And so 

.0)(
2

  uG
U

u  

Set H (t) = ,

1

0

2
1

)]([ dssG  so that  

H (u)  𝐻0
1(𝑈) and |∇𝐻(𝑢)|2 = |∇𝑢)|2 )(uG  = 0. 

It follows that H (u) = 0 in U and hence u  0 in U. 
 
We now prove (5) in the following form: 

[  0 in U] ⇒ [



sup

u in U]                      (8) 

Set K =


usup
; then (u – K) satisfies (3), since 𝑎0  0 and (u – 

k) 𝐻1(𝑈), since U is bounded, applying (8) we obtain u – k 

 0 in U, i.e., (4). Finally, (6) follows from (5) and (7). 
 

 
3 Results 
 

3.1 Homogeneous Dirichlet problem for the Laplacian 
Let U ⊂ ℝ𝑁 be an open bounded set. We are looking for a 
function u: 𝑈̅ → ℝ satisfying 

{
−∇𝑢 + 𝑢 = 𝑓  𝑖𝑛 𝑈
𝑢 = 0  𝑜𝑛 Г =  𝑈,

                                                          

Where 

u = 





N

i xi

u

1
2

2

= Laplacian of u 

And  is a given function on U. The boundary condition u = 
0 on Г is called the (homogeneous) Dirichlet condition. 

A classical solution of (4) is a function u  𝐶2(𝑈̅) satisfying 
(4) (in the usual sense).  
 

3.2 Every classical solution is a weak solution:  
Indeed, u  𝐻1(𝑈) ∩ C (𝑈̅) and u = 0 on Г, so that u  𝐻0

1(𝑈). 

On the other hand, if v 𝐶𝑐
1(𝑈) we have 

  
U U U

fvuvvu.  

And by density this remains true for all v 𝐻0
1(𝑈).  

 

3.3 Existence and uniqueness of a weak solution 
 
Dirichlet, Riemann, Poincare, and Hilbert: 
Given any   𝐿2(𝑈), there exists a unique weak solution u  
𝐻0

1(𝑈) of (7). Furthermore, u is obtained by 
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  
 UUUv

fv

H

vv })(
2

1
{

22

)(

min
1

0

 

This Dirichlet’s is principle. 
Apply Laxi-Milgram in the Hilbert space H =𝐻0

1(𝑈) with the 
bilinear form  

a (u, v) =  
U

uvvu ).(  

And the linear functional: v → 
U

fv  

3.4 Regularity of the weak solution: 
We say that an open set U is of class 𝐶𝑚, m  1 an integer, if 

for every x  Г there exist a neighborhood U of x in ℝ𝑁 and a 

bijective mapping H : Q → U such that ).(QH C
m

 𝐻−1 

𝐶𝑚(𝑈̅), H (𝑄†) = H ∩ U, H (𝑄0) = U ∩ Г. 

We say that U is of class 𝐶 if it is of class 𝐶𝑚 for all m. 
The main regularity results are the following. 

 
3.5 Regularity for the Dirichlet problem:  
Let U be an open set of class 𝐶2 with Г bounded (or else U 

= ℝ †
𝑁 ). Let   𝐶2(𝑈) and let u  𝐻0

1(𝑈) satisfy 

  
U U U

fuu .         𝐻0
1(𝑈)          (1)                

Then, u  𝐻2(U) and ‖𝑢‖𝐻2 C‖𝑓‖𝐿2, Where C is a constant 
depending only on U. Furthermore, if U is of class 𝐶𝑚+2 and 

  𝐻𝑚(U), then 

u  𝐻𝑚+2(U) and ‖𝑢‖𝐻𝑚+2  C‖𝑓‖𝐻𝑚. 

In particular, if   𝐶∞(𝑈̅), then u  𝐶∞(𝑈̅). 
 

3.6 Regularity for the Neumann problem 
 
With the same assumptions as in equation-1 one obtains the 
same conclusions for the solution of the Neumann problem, 

i.e., for u  𝐻1(U) such that 

  
U U U

fuu .     𝐻1(𝑈)              (2)                         

One would obtain the same conclusions for the solution of 
the Dirichlet (or Neumann) problem associated to a general 

second order elliptic operator, i.e., if u  𝐻0
1(𝑈) is such that  

 





 





U UUii
i

jiU ji
ij

fu
uu

a
x

a
xx

a 


0
,

         

  𝐻0
1(𝑈); 

Then  

[   𝐿2(𝑈),  𝑎𝑖𝑗  𝐶1(𝑈̅) and  𝑎𝑖  C (𝑈̅)]  u  𝐻2(U), 

and for m  1, 

[  𝐻𝑚(𝑈),  𝑎𝑖𝑗  𝐶𝑚+1(𝑈̅) and  𝑎𝑖  𝐶𝑚(𝑈̅)]   

u 𝐻𝑚+2(U) 
 

3.7 Recovery of a classical solution 
Assume that the weak solution u =𝐻0

1(𝑈) belongs to𝐶2(𝑈̅), 
and assume that U is of class𝐶1. Then u = 0 on Г. On the 
other hand, we have 

 
U U

fvvuu )(           v  𝐶𝑐
1(𝑈) 

And thus -u + u = 𝑓  a.e. on U. In fact, -u + u = 𝑓 

everywhere on U, since u 𝐶2(𝑈) ; thus u is a classical 
solution. 
 

3.8 Specification of the function space and the 
appropriate weak formulation 
 
Inhomogeneous Dirichlet condition: 
Let U ⊂ ℝ𝑁 be a bounded open set. We look for a function u: 
𝑈̅ → ℝ satisfying  

{
−∆𝑢 + 𝑢 = 𝑓     𝑖𝑛 𝑈

𝑢 = 𝑔      𝑜𝑛 Г,
                                  (3) 

Where  is given on Г. Suppose that there exists a function 𝑔̃ 

 𝐻1(𝑈) ∩ C (𝑈̅) such that 𝑔̃ = g on Г and consider the set 

K = {v  𝐻1(𝑈); v - 𝑔̃  𝐻0
1(𝑈)} 

Where K is independent of the choice of 𝑔̃ and depends only 
on g. K is a nonempty closed convex set in 𝐻1(𝑈). 

A classical solution of (3) is a function u  𝐶2(𝑈̅) satisfying 

(3). A weak solution of (14) is a function u  K satisfying  

 
U U

fvuvvu ).(        v  𝐻0
1(U).           (4) 

As above, any classical solution is a weak solution. 

Given any   𝐿2(𝑈), there exists a unique weak solution u  
K of (3). 
Furthermore, u is obtained by  

  
 UUKv

fvvv })(
2

1
{

22

min  

We claim that u  K is a weak solution of (3) if and only if 
we have 

  
UU U

uvfuvuuvu )()().(

 

v𝐾 (5) 

Indeed, if u is a weak solution of (3) it is clear that (5) holds 
even with equality. 

Conversely, if u  K satisfies (16) we choose v = u  w in (5) 

with w 𝐻0
1(𝑈) , and (4) follows. We may then apply 

Stampacchia’s theorem to conclude the proof. 

 
3.9 General elliptic equations of second order  
Let U ⊂ ℝ𝑁 be an open bounded set. We are given functions 

𝑎𝑖𝑗(𝑥)  𝐶1(𝑈̅), 1  i, j  N, satisfying the ellipticity condition  

,)(
1,

2





N

ji
jiij

xa     ℝ𝑁 with   0    (6)   

A function 𝑎0  C (𝑈̅) is also given. We look for a function u 
: 𝑈̅ → ℝ satisfying  

{
∑

𝜕

𝜕𝑥𝑗
(𝑎𝑖𝑗

𝜕𝑢

𝜕𝑥𝑖
) +  𝑎0𝑢 = 𝑓         𝑖𝑛 𝑈,𝑁

𝑖,𝑗=1

𝑢 = 0             𝑜𝑛 Г.   
               (7) 

A classical solution of (7) is a function u  𝐶2(𝑈̅) satisfying 
(7) in the usual sense. A weak solution of (7) is a function u 

 𝐻0
1(𝑈) satisfying  

 





 


 U UjU iji
ij

fvv
uu

a
xx

a 0
1,

(   v  𝐻0
1(𝑈)  (8) 

As above, any classical solution is a weak solution. If 𝑎0𝑥   0 

on U then for all   𝐿2 (U) there exists a unique weak 

solution u 𝐻0
1: just apply Lax-Milgram in the space H = 𝐻0

1 
with the continuous bilinear form 
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a(u, v) = 


 


UjiU

ij
uv

uu
a

xx
a 0

 

The coerciveness of a (,) comes from the ellipticity 

assumption, the assumption 𝑎0   0, and Poincare’s 
inequality. If the matrix (𝑎𝑖𝑗 ) is also symmetric, then the 

form a (,) is symmetric and u is obtained by 







 


 UjU i

N

i
ij

v

fv
vv

H
va

xx
a })(

2

1
{

2

0
1,

min
1

0

 

 We now consider a more general problem: find a function 
u: 𝑈̅ → ℝ satisfying 

{
− ∑

𝜕

𝜕𝑥𝑗
( 𝑎𝑖𝑗

𝜕𝑢

𝜕𝑥𝑖
) + ∑  𝑎𝑖

𝜕𝑢

𝜕𝑥𝑖
𝑖𝑖,𝑗  ) +  𝑎0𝑢 = 𝑓   𝑖𝑛 𝑈,

                                                                        𝑢 = 0    𝑜𝑛 Г.
    (9)                                    

Where the functions  𝑎𝑖𝑗   𝐿 (U) satisfy the ellipticity 

condition and the functions ( 𝑎𝑖), 0  i  N are given in 𝐿(U). 

A weak solution of (9) is a function u  𝐻0
1 such that  










 





UUiU i
i

jU iji
ij

fvuvv
uuu

a
x

a
xx

a 0
,

                            

v  𝐻0
1(𝑈)             (10) 

The associated continuous bilinear form is 

a(u, v) = uvv
uuu

UiU i
i

jU iji
ij a

x
a

xx
a 








 





0

,

 

In general this form is not symmetric; in certain cases it is 
coercive: one may then use Lax-Milgram to obtain the 
existence and uniqueness of a weak solution. In the general 
case, even without coerciveness one still has the following. 
 

If  = 0, then the set of solutions u  𝐻0
1 of (10) is a finite-

dimensional vector space, say of dimension d. Moreover, 
there exists a subspace F ⊂ 𝐿2(𝑈) of dimension d such that 

[(10) has a solution]  [ 
U

fv    v  F] 

Fix  > 0, large enough that the bilinear form                            

a (u, v) +  
U

uv  

is coercive on𝐻0
1. For every   𝐿2 there exists a unique u  

𝐻0
1 satisfying 

a (u, ) +   
U U

fu               𝐻0
1. 

Set u = T, so that T: 𝐿2 → 𝐿1 is a compact linear operator 
(since U is bounded, the injection 𝐻0

1  ⊂ 𝐿1  is compact; 
Equation (10) is equivalent to 

u = T (f + u).                    (11) 

Set v =  + u as a new unknown, and (11) becomes 

fTvv    

The conclusion follows from Fredholm’s alternative. [5] 
 

 
 
References 
[1] Yeh J. (2006) Real Analysis, Theory of Measure and 
integration, 2nd edition, World Scientific Publishing Co. Pte. Ltd.  
[2] Brezis, H. (2010). Functional Analysis, Sobolev Spaces 
and Partial Differential Equa-tions. Springer, New York. 

[3] Evants, L. C. (1998). Partial Differential Equations. 
Graduare Studies in mathematics volume 19, American 
Mathematical Society, Providence. 
[4] A. M. Bruckner, J. B. B. and Thomson, B. S. (1997). Real 
Analysis. Prentice-Hall, Upper Saddle River, New Jersey. 
[5] Chen, Y.-Z. and Wu, L.-C. (1998). Second Order Elliptic 
Equations and Elliptic Systems. American Mathematical 
Society. 

 
 

 
 
 

IJSER

http://www.ijser.org/



