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Abstract— Block-based motion estimation methods are the most popular and widely used methods in video coding systems. Motion estimation reduces temporal redundancies by exploiting inter picture correlation. This paper is a study of the existing block matching algorithms used for motion estimation in video coding. The algorithms that are revealed in this paper are widely used in implementing various standards ranging from MPEG1 / H.261 to MPEG4 / H.263. This paper also presents the computational complexity of the searching points of different block matching algorithms.

Index Terms— Block Matching, Motion Estimation, Video Coding, Absolute Mean Difference, MPEG, H.264

1 INTRODUCTION

VIDEO coding is the process of compacting or condensing a digital video sequence into a smaller number of bits. Video coding involves a complementary pair of systems, “encoder & decoder”. The encoder converts the source data into a compressed form prior to transmission or storage and the decoder converts the compressed form back into a representation of the original video data. A video sequence typically contains temporal redundancy that is two successive pictures are often very similar except for changes induced by object movement, illumination, camera movement, and so on. Motion estimation and compensation are used to reduce this type of redundancy in moving pictures. The block-matching algorithm (BMA) for motion estimation has proved to be very efficient in terms of quality and bit rate. Therefore, it has been adopted by many standard video encoders.

Through this study we reviewed the Block Matching Algorithms(BMA), Full Search Motion Estimation[3], Cross-Search Algorithm[1], Three Step Search Algorithm[4], New Three-Step Search Algorithm[5], Four-Step Search Algorithm[8], Diamond Search Algorithm[9], Cross Diamond Search Algorithm[10], Hexagonal Search[11], Adaptive Rood Pattern Search[12].

2 BLOCK MATCHING ALGORITHMS

Block matching technique is the most popular and practical motion estimation method in video coding. Fig.1 shows how the block matching motion estimation technique works. Each frame of size M x N is divided into square blocks B(i, j) of size (b x b) with i = 1….., M/b and j = 1…..N/b. For each block Bm in the current frame, a search is performed on the reference frame to find a matching based on a block distortion measure (BDM). The motion vector (MV) is the displacement from the current block to the best matched block in the reference frame. MV consists of is a pair (x, y) of horizontal and vertical displacement values. Usually, a search window is defined to confine the search. The same motion vector is assigned to all pixels within block.

Suppose a block has size b x b pixels and the maximum allowable horizontal and vertical displacement is ±w pixels. Let b = 2w + 1. In this case there are (2w+1)2 possible candidate blocks inside the search window. The basic principle of block matching algorithm is shown in Fig.2.

Fig.1 Block matching motion estimation
A matching between the current block and one of the candidate blocks is referred to as a point being searched in the search window. If all the points in a search window are searched, the finding of a global minimum point is guaranteed.

2.1 Full Search Motion Estimation (FS)

In order to get the best match block in the reference frame, it is necessary to compare the current block with all the candidate blocks of the reference frames. Full search motion estimation calculates the sum absolute difference (SAD) value at each possible location in the search window. Full search computed all candidate blocks intensive for the large search window. Full search algorithm is illustrated in Fig.3.

2.2 Cross Search Algorithm

The cross search algorithm (CSA) has been proposed by Ghanbari in 1990. It is also a logarithmic step search algorithm using a (X) cross searching pattern in each step. The basic idea is still a logarithmic step search where in each search step only 4 locations are tested. The cross search algorithm can then be described as follows:

Step 1: The current block and the block at (0,0), are compared and if the value of the distortion function is less than a predefined threshold T then the current block is classified as a nonmoving block and the search stops. Otherwise go to Step 2.

Step 2: Initialize the minimum position \((m, n)\) at \(m = 0, n = 0\) and set the search step size \(p\) equal to half of the maximum motion displacement \(w\), i.e., \(p = w/2\).

Step 3: Move the coordinates \((i, j)\) to the minimum position \((m, n)\), that is \(i = m\) and \(j = n\).

Step 4: Find the minimum position \((m, n)\) of the coordinates \((i, j)\), \((i - p, j - p)\), \((i - p, j + p)\), \((i + p, j - p)\) and \((i + p, j + p)\).

Step 5: If \(p = 1\) go to Step 6, otherwise halve the step size \(p\), and then go to Step 3.

Step 6: If the final minimum position \((m, n)\) is either \((i, j)\), \((i - 1, j - 1)\) or \((i + 1, j + 1)\) go to Step 7, otherwise go to Step 8.

Step 7: Search for the minimum position at \((m, n)\), \((m - 1, n)\), \((m, n - 1)\), \((m + 1, n)\) and \((m, n + 1)\). Here the end points of a Greek cross (+) are searched.

Step 8: Search for the minimum position at \((m, n)\), \((m - 1, n + 1)\), \((m + 1, n - 1)\) and \((m + 1, n + 1)\). In this case the end points of a St. Andrew’s cross (X) are searched.

CSA for a maximum motion displacement of \(w = 8\) pels/frame is shown in Fig.4.

In CSA almost 25% (one in every four) of the pels at the boundaries are not searched.

2.3 Three Step Search Algorithm (TSS)

TSS algorithm was proposed by Koga et al. [2], this is a fine-coarse search mechanism. The TSS algorithm can then be described as follows:

Step 1: It involves search based on 4-pixel/4-line resolution at nine locations i.e. 9x9 search window, with the center point corresponding to zero MV.

Step 2: It involves search based on 2-pixel/2-line resolution i.e. 5x5 search window around the location determined by the first step.

Step 3: This is repeated in the third step with 1-pixel/1-line resolution and a search window of 3x3. Step 4: The last step yields the MV.

The search pattern of TSS is shown in Fig.5.

2.4 New Three-Step Search Algorithm (NTSS)

NTSS [4] improves on TSS results by providing a center biased searching scheme and having provisions for half way stop to reduce computational cost. It was one of the first widely accepted fast algorithms and frequently used for implementing earlier standards like MPEG 1 and H.261. The NTSS algorithm is described as follows:

Step 1: Totally points are checked including the central nine
points on the 3 x 3 grid and the eight neighboring points on the 9 x 9 grid. If the minimum BDM point is the search window center, the search will be terminated; otherwise go to Step 2.

Step 2: If one of the central eight neighboring points on the 3 x 3 grid is found to be the minimum in the first step, go to Step 3; otherwise go to Step 4.

Step 3: Move the small 3 x 3 search window so that the window center is the winning point found in Step 1. Search additional five or three points according to the location of the previous winning point, then the search will stop.

Step 4: Reduce the large 9 x 9 search window size by half and move the center to the minimum BDM point in Step 1, follow the searching process of Step 2 and Step 3 in 3SS.

Fig.6 shows two different search paths for finding motion vector within 5 x 5 area.

2.5 Four-Step Search Algorithm (FSS)

The FSS algorithm is summarized as follows:

Step 1: A minimum BDM point is found from a nine-checking point’s pattern on a 5 x 5 window located at the center of the 15 x 15 searching area as shown in Fig.7 (a). If the minimum BDM point is found at the center of the search window, go to Step 4; otherwise go to Step 2.

Step 2: The search window size is maintained in 5 x 5. However, the search pattern will depend on the position of the previous minimum BDM point.

a) If the previous minimum BDM point is located at the corner of the previous search window, five additional checking points as shown in Fig.7 (b) are used.

b) If the previous minimum BDM point is located at the middle of horizontal or vertical axis of the previous search window, three additional checking points as shown in Fig.7 (c) are used. If the minimum BDM point is found at the center of the search window, go to Step 4; otherwise go to Step 3.

Step 3: The searching pattern strategy is the same as Step 2, but finally it will go to Step 4.

Step 4: The search window is reduced to 3 x 3 as shown in Fig.7 (d) and the direction of the overall motion vector is considered as the minimum BDM point among these nine searching points.

Fig.7 Search Patterns of 4SS. (a) First Step, (b) second/third step, (c) second/third step, (d) fourth step

Two examples of 4SS are shown in Fig. 8 with different search paths.

2.6 Diamond Search Algorithm (DS)

DS [9] algorithm employs two search patterns as illustrated in Fig.10, which are derived from the crosses (×) in Fig.9. The first pattern, called large diamond search pattern (LDSP), comprises nine checking points from which eight points surround the center one to compose a diamond shape. The second pattern consisting of five checking points forms a smaller diamond shape, called small diamond search pattern (SDSP).

Fig.9 An appropriate search pattern support—circular area with a radium of 2 pels.

The 13 crosses show all possible checking points within the
The DS algorithm is summarized as follows:

Step 1: The initial LDSP is centered at the origin of the search window, and the 9 checking points of LDSP are tested. If the MBD point calculated is located at the center position, go to Step 3; otherwise, go to Step 2.

Step 2: The MBD point found in the previous search step is repositioned as the center point to form a new LDSP. If the new MBD point obtained is located at the center position, go to Step 3; otherwise, recursively repeat this step.

Step 3: Switch the search pattern from LDSP to SDSP. The MBD point found in this step is the final solution of the motion vector which points to the best matching block.

2.7 Cross Diamond Search Algorithm (CDS)

The DS algorithm uses a large diamond-shaped pattern (LDSP) and small diamond-shaped pattern (SDSP), as depicted in Fig.11.

Below summarizes the CDS algorithm:

Step 1: Starting: A minimum BDM is found from the nine search points of the CSP located at the center of search window. If the minimum BDM point occurs at the center of the CSP, the search stops. Otherwise, go to Step (2).

Step 2: Half-diamond Searching: Two additional search points of the central LDSP closest to the current minimum of the central CSP are checked, i.e., two of the four candidate points located at (±1, ±1). If the minimum BDM found in previous step located at the middle wing of the CSP, i.e., (±1, 0) or (0, ±1) and the new minimum BDM found in this step still coincides with this point, the search stops. Otherwise, go to Step (3).

Step 3: Searching: A new LDSP is formed by repositioning the minimum BDM point found in the previous step as the center of the LDSP. If the new minimum BDM point is still at the center of the newly formed LDSP, then go to Step (4) (Ending); otherwise, this step is repeated again.

Step 4: Ending: With the minimum BDM point in the previous step as the center, a new SDSP is formed. Identify the new minimum BDM point from the four new candidate points, which is the final solution for the motion vector.

2.8 Hexagonal Search (HEXBS)

The HEXBS algorithm is summarized as follows:

Step 1: The large hexagon with seven checking points is centered at the center of a predefined search window in the motion field. If the MBD point is found to be at the center of the hexagon, proceed to Step (3) (Ending); otherwise, proceed to Step (2) (Searching).

Step 2: With the MBD point in the previous search step as the center, a new large hexagon is formed. Three new candidate points are checked, and the MBD point is again identified. If the MBD point is still the center point of the newly formed hexagon, then go to Step (3) (Ending); otherwise, repeat this step continuously.

Step 3: Switch the search pattern from the large to the small size of the hexagon. The four points covered by the small hexagon are evaluated to compare with the current MBD point. The new MBD point is the final solution of the motion vector.

A hexagon-based search pattern is depicted in Fig.12.
imum matching error (MME) point.

Step 3: Set the center point of the unit-size rood pattern (URP) at the MME point found in the previous step and check its points. If the new MME point is not incurred at the center of the current URP, repeat this step; otherwise, the MV is found, corresponding to the MME point identified in this step.

ARPS algorithm search pattern is as shown in Fig.13.

![Fig.13 Adaptive Rood Pattern](image)

### 3. COMPARATIVE STUDY

Here we are categorizing the algorithms into nonlinear method and linear method based on maximum searching points. Most of the algorithms follow nonlinear approach. In our survey CDS algorithm only follow linear search approach. From this comparative study, we have found that the full search (FS) takes larger number of search points. The Adaptive Rood Pattern Search (ARPS) algorithms take a minimum numbers of search points and gives better PSNR. Getting a better quality image by reducing number of search points remains a goal. The Table 1 shows the computational complexity of the searching points.

<table>
<thead>
<tr>
<th>Method</th>
<th>Maximum Searching Time</th>
<th>Window Size W = 4, 8, 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>(2w + 1)²</td>
<td>81, 269, 1089</td>
</tr>
<tr>
<td>CS</td>
<td>5 + 4 log₂w</td>
<td>13, 17, 21</td>
</tr>
<tr>
<td>TSS</td>
<td>1 + 8 log₂w + 8</td>
<td>17, 25, 33</td>
</tr>
<tr>
<td>NTSS</td>
<td>[1+8 log₂w+8]</td>
<td>25, 33, 41</td>
</tr>
<tr>
<td>4SS</td>
<td>18 (log₂(4w/4)) + 9</td>
<td>81, 289, 1089</td>
</tr>
<tr>
<td>DS</td>
<td>9 + msx{5,4,3} log₂w</td>
<td>19, 24, 29</td>
</tr>
<tr>
<td>HEXBS</td>
<td>7 + 3 log₂w + 4</td>
<td>17, 20, 23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Linear Model</th>
<th>ARPS</th>
<th>1 + 4 log₂w</th>
<th>9</th>
<th>13</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDS</td>
<td>3 + 2w</td>
<td>11</td>
<td>19</td>
<td>35</td>
<td></td>
</tr>
</tbody>
</table>

The Table 2 shows the PSNR Performance evaluation of various algorithms in different video streams.

### 4. CONCLUSION

Block matching techniques are the most popular and efficient of the various motion estimation techniques. In this paper, an overview of some Block matching motion estimation algorithms range from the very basic Full Search to the recent fast adaptive algorithms like Pattern Based Search in H.264 CODEC has been discussed with their computational complexity. As a consequence, the computation of video coding is greatly reduced with ARPS.
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