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Abstract— In cloud computing data centers, the only interest was high performance without paying much attention to energy consumption 
that is growing rapidly. Many huge problems come up from this high energy consumption. Turning green is a new concept for data centers, 
to solve these problems. Green computing means using resources efficiently and eco-friendly. This research paper proposes a scalable 
system that helps data centers use energy in an efficient way, by combining a resource allocation algorithm and a server consolidation one, 
their goal is to minimize the number of physical machines used to execute all required tasks. 

Index Terms— CPU utilization; energy consumption; green computing; physical machine; virtual machine migration; server consolidation; 
threshold.   

——————————      —————————— 

1 INTRODUCTION                                                                     
louds are a large pool of available virtualized and physi-
cal resources (such as CPU, storage, network bandwidth, 
and so on). These resources can be dynamically reallocat-

ed to adjust to a changeable load, permitting also for most ad-
vantageous resource utilization [1]. 
Until recently, high performance has been the only interest for 
data centers, and this demand has been satisfied without pay-
ing much attention to energy consumption, that is growing 
rapidly. While there are huge problems that come up from 
high energy consumption, starting from high energy bills in 
data centers, to raise of environmental concerns and increase 
of system failures. That’s why infrastructure providers are 
under massive pressure to decrease the consumption of ener-
gy, the goal is not only to reduce data centers’ energy cost, but 
also to meet governmental rules and environmental standards 
[2, 3]. 

 
In regards to these facts, showing the importance of the reduc-
tion of energy consumption; a new concept called “Green 
Computing” is recently invented. Green computing points to 
environmentally sustainable computing. It’s the study and 
implementation of using computing resources in an efficient 
and eco-friendly way [4]. Its objectives include 1) improving 
energy efficiency and power management practices, 2) increas-
ing hardware utilization efficiency, 3) reducing life cycle costs, 
and 4) looking for ways to cut down on computer wastes [5].  
These objectives can be approached from many directions.  
1) Energy Efficient Hardware Architecture, which enables de-
creasing CPU speeds and turning off some of the hardware 
components. 2) Energy-Aware Job Scheduling. 
In addition to two other ways to reduce power consumption 
3) Server Consolidation,(i.e. turning off unused machines), 
and 4) Energy-Efficient Network Protocols and Infrastruc-
tures, which is a recent research. 
 
An important key in all the above methods is to realize a good 
compromise between energy efficient consumption and appli-
cation performance. 
 
This research paper is concerned to help data centers turning 
green by implementing an optimum resource allocation algo-

rithm together with a server consolidation algorithm where 
their objective is to use the minimum number of physical ma-
chines that can host the requests sent to data centers, consider-
ing performance degradation and SLA violation. The alloca-
tion algorithm runs from the system initial state – where no 
hosts are allocated yet to any request, then the server consoli-
dation algorithm is executed whenever a host having a request 
completed. 

 
Section 2 contains a survey study for the related work in the 
field of energy efficiency. In Section 3, there is a description of 
the proposed system, its input and the pseudo code of the ap-
plied algorithms. Experiments’ environments, results and 
comparisons are found in Section 4. In Section 5, readers will 
find the research conclusion. 

2 RELATED WORK 
Saini and Indu [6] defined a middle layer between the cloud 
servers and the client’s requests that will perform the alloca-
tion of the processes to multiple clouds in overload and under-
load conditions. As the request is performed by the user, cer-
tain parameters are defined with each user request (like the 
arrival time, process time, deadline, input output specifica-
tions). Resource allocation is performed sequentially, and each 
process must be executed within the deadline. If more than 
one process must be executed at the same time, so process mi-
gration from a cloud to another takes place. 
 
Suchithra and Rajkumar [7] proposed an algorithm for server 
consolidation that minimizes the number of physical servers, 
by packing the jobs in the existing servers that bears the heavi-
est workload (CPU utilization). The aim is not only to keep 
minimum physical servers but also to reduce the number of 
migrations. They concentrated only on the migration concept, 
leaving other issues, like jobs’ completion time, migration time 
or costs, which may be considered in their future work.   
 
Marzolla, Babaoglu and Panzieri [8] proposed a gossip-based 
algorithm called V-Man, for consolidation of virtual machines 
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that means maximizing the number of empty hosts. This algo-
rithm is fully decentralized and doesn’t require any global 
knowledge. Each server exchanged messages with a limited 
number of peers; these messages are used to i) maintain an 
unstructured overlay network, and ii) exchange VMs from 
lightly loaded nodes to heavily loaded ones. After each round, 
V-Man produces a new allocation which quickly converges 
toward the optimal one. It’s implemented using a simulator 
called Peersim. They assume that all VMs are identical and 
didn’t take into consideration a cost model to choose a certain 
VM to be migrated. 
 
Murtazaev and Oh [9] proposed an algorithm for server con-
solidation called Sercon. This algorithm has two objectives: 
minimizing number of nodes as well as number of migrations. 
In this algorithm all VMs and nodes have a calculated score 
representing their loads. The CPU utilization and the memory 
are considered for representing the load. A threshold value is 
chosen that determine if a node is most loaded or least loaded. 
From the least loaded node, the list of VMs is ordered decreas-
ingly, then all these VMs are tried to be migrated to the most 
loaded nodes. Migration of VMs is done if it results in the re-
lease of a node.  
 

Beloglazov and Rajkumar [10, 11] proposed a novel tech-
nique for the energy- efficient threshold-based dynamic con-
solidation of virtual machines VMs with auto-adjustment of 
the threshold values. It’s an approach for dynamic adaption of 
allocation of VMs in run-time applying live migration accord-
ing to current utilization of resources. It can effectively handle 
strict Quality of Service (QoS) requirements, heterogeneous 
infrastructures and VMs. The software system architecture is 
tiered comprising a dispatcher, global and local managers. 
 
3    PROPOSED SYSTEM 
There are four kinds of resources that are provided in data 
centers, 1) CPU, 2) disk, 3) memory and 4) network bandwidth 
[7]. It’s considered here, in this research work, only CPU, 
while energy consumption scales linearly with CPU utilization 
[12]. 
  
Virtualization is a keystone for cloud computing so as to green 
computing [9]. It replaces the old concept of “one server one 
application model”, where multiple virtual machines can run 
in one physical server. Even one virtual machine can run more 
than one user request [7].  
 
The proposed system, combining two techniques together, 
resource allocation and server consolidation has a limited 
number of servers or physical machines PMs that are switched 
to the sleep mode to save energy until a virtual machine VM is 
assigned to them.  
The goal is to use the least number of PMs that are enough to 
run a v number of VMs in a dynamic system, while no prior 
knowledge of VMs usage during the system run, considering 
SLA violation and performance degradation. It’s supposed 
when running the two algorithms that each VM is combined 

to only one request, that is using space shared requests alloca-
tion.   
The resource allocation algorithm is executed first, for map-
ping all requests sent to the data center over the least number 
of PMs. Then the server consolidation algorithm is executed in 
the case of any VM release, to guarantee continuous energy 
efficient use of the system resources. Also minimizing the 
number of migrations is another vital goal taken into the sys-
tem’s consideration, while migration process takes time and 
has cost that affects system performance, represented in task 
completion times. 
The SLA is preserved by applying a static threshold, so no PM 
is found over-utilized [13]. The threshold value used is 85% 
from the CPU utilization [14]. 

3.1 Resource Allocation 
The resource allocation problem is related to general packing 
problems. The bin-packing problem is one of those problems, 
VMs are considered as objects and PMs as bins. The bin pack-
ing problem is known as an NP-hard, and a number of heuris-
tic algorithms are offered to give sub-optimal solutions to such 
problems, like Next Fit (O(n)), First Fit (O(n log n)) and Best 
Fit (O(n log n)) [9]. 
There are a p number of PMs that are to be allocated to a v 
number of VMs. Firstly the PMs are decreasingly ordered de-
pending on their capacity, measured in Million Instructions 
per Second, MIPS, as to let the powerful machine allocate the 
maximum number of VMs, but don’t exceed the 85% of the 
machine MIPS. Otherwise the allocation goes through the next 
machine in the decreased list having free spaces for the VM in 
use. Figure 1 shows the algorithm of the resource allocation. 
 

                 
 

3.2 Server Consolidation 
Server consolidation is an effective technique to increase the 
utilization of resources while decreasing the energy consump-
tion in a Cloud computing environment. To apply this tech-
nique, live VM migration technology is used; it combines VMs 
existing on multiple under-utilized servers onto a single serv-
er, so that the rest of servers can be put to an energy-saving 
state [15]. 
In the proposed system, this algorithm is executed periodical-
ly to check for any PM having a VM completed and released, 
once found, all other VMs residing in this PM are checked for 
migration, if all VMs can be re-allocated to other running PMs, 
so migrations are done in order to switch this machine off, as 
to minimize the energy consumption. The number of migra-

 
Fig 1. The resource allocation algorithm pseudo-

code 
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tions is counted for each VM, and it’s taken into consideration. 
Figure 2 shows the server consolidation algorithm pseudo-
code.  
 

              
 
 
 
 
4     EXPERIMENTAL RESULTS  
To run the system, CloudSim toolkit has been chosen as a 
simulation framework for cloud computing environment. It is 
commonly used in many research papers; it supports model-
ing of on-demand virtualization enabled resource and the 
management of applications [16]. 
 
Our system has been run and compared with two other algo-
rithms implemented in the Cloudsim package. The first class 
is a simple VM allocation policy that does not apply any opti-
mization of the VM allocation (SMP) and a Static Threshold 
(THR) VM allocation policy [17]. 
 
The experiment is executed in four different cases. In the first 
case, the simulated data center consists of 5 PMs and 20 VMs. 
In this case, the time taken to execute all jobs is 900.1 sec; the 
energy consumed by the three algorithms – SMP, THR and the 
proposed system – is the same, 0.2 KWh. This is resulted be-
cause the number of PMs is not large that they run almost all 
the jobs without having extra switched off PMs. But the num-
ber of migrations in the THR algorithm is double the same 
number in the proposed sytem. 
In the second case, it consists of 10 PMs and 100 VMs, shown 
in Table 1. The third case consists of 50 PMs and 500 VMs, 
shown in Table 2. The last case consists of 100 PMs and 1000 
VMs, shown in Table 3. Each PM is modeled to have only one 
CPU. PMs’ performance is equivalent to 1860 or 2660 MIPS, 4 
Mb of RAM, and 1 GB of storage. Each VM requires one CPU 
core with 50, 100, 200 or 250 MIPS. RAM and storage requests 
for VMs are minimized while they are out of research. Also all 
requests are of length equal to 450 Million Instruction MI. The 
threshold used for the THR and the proposed system is 85%. 
 
 
The simulated results for the three cases are presented in the 
following tables. 

TABLE1  
COMPARISON RESULTS FOR THE SECOND CASE 

 
TABLE2 

COMPARISON RESULTS FOR THE THIRD CASE 

 
TABLE3 

COMPARISON RESULTS FOR THE FOURTH CASE 

 
 
From the above results, it’s found that in the first case, where 
the data center is small, the three algorithms have almost same 
energy consumed. But in the other three cases, where the data 
center is larger, there will be a difference in the energy con-
sumed, whereas the proposed system proves better energy 
utilization; also this difference increases with the increase of 
the number of PMs and VMs. About the number of migra-
tions, the SMP is not taken into consideration for this compari-
son, while there is no optimization and no VM re-allocations 
are done. The proposed system did fewer migrations than the 
THR algorithm in more cases, which makes the system more 
stable and minimizes the migration costs. The third and last 
comparison column is for the time taken for the first PM shut-
ting down. Also it’s shown that the proposed system takes less 
time to switch off the first PM.    
 
The figures 3, 4 and 5 are the visual representation of the four 
cases. It’s shown that the proposed algorithm proves better 
performance in larger environments, which makes it scalable 
and suitable for real clouds. 
 

 
Fig 3. Shows the energy consumed  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2. The server consolidation algo-
rithm pseudo-code 
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Fig 4. Shows the number of migrations 

  

 
 

Fig 5. Shows the mean time before PM shut down 
 
5    CONCLUSION 
The proposed system helps data centers turn green by apply-
ing a resource allocation algorithm then a server consolidation 
one. Both algorithms aim to allocate the minimum number of 
PMs to all VMs in the system. The resource allocation algo-
rithm starts running from the system initial state, and the 
server consolidation is executed once a PM has a VM released, 
such PM can be switched off if all of its VMs can be re-
allocated to other running PMs. This can be shown from the 
results tables where the mean time before PM shut down is 
always the smallest. Also the proposed system proves that is 
suitable for real clouds due to its scalable feature.  
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