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Abstract— The paper focus on Fault Tolerance, a long standing problem in cloud computing by extending Primary Backup model 
to include cloud features such as virtualization and elasticity. Fault tolerance is a challenging work in Cloud Computing as virtual 
machines are the basic computing instances rather than hosts that enable virtual machines to migrate to other hosts. The on 
demand provisioning of resources makes the cloud elastic thus resources can be added on demand and when no longer 
requirement exists, the resources can be released. Prevailing fault tolerant scheduling algorithms which studied PB model 
approach in cloud computing investigated single Host crashes. The proposed algorithm, improved Fault Tolerant Elastic 
Scheduling Algorithm identified as IFTESA, is able to handle two host crashes concurrently. IFTESA attempts to boost performance 
by involving virtual machine migration and overlapping technique. The constraints have been investigated to full fill fault tolerance 
needs.  

Index Terms— Cloud, elasticity, fault tolerant scheduling, GR, HAT, primary-backup model, RTH.   
 

——————————      —————————— 
 
1. INTRODUCTION 

 
The cloud is a need based delivery of software 
applications, platform and infrastructure on payment as 
per requirement which can be increased or decreased any 
time. We can submit the job in the cloud to get the 
processed information back. A job or cloudlet is a 
particular task which is to be executed on the virtual 
machine. Whenever we try to execute the job, the 
cloudsim [2] framework do following things first cloud 
information service (CIS) component is created; this is a 
kind of Registry which contains the information about the 
resources that are available in the cloud. Resources are 
data centers and each data center will have hosts and each 
host may have set of virtual machines. The CIS takes care 
of the registry of the data centre when created. Each data 
centre has some characteristics and these are the 
characteristics that you specify for your host. 
Virtualization says that the host will be virtualized into a 
number of virtual machines and every virtual machine has 
some characteristics. Scheduling – a well planned 
perspective to attain fault tolerance by assigning many 
jobs on unique virtual machines. A scheduler or broker 
submits the job in data center. This scheduler speaks to the 
CIS and retrieves the resource information (Data Center 
characteristics) which is registered with the CIS. The set of 

jobs will be submitted to the scheduler who has the details 
of the data center, now the scheduler interacts with the 
data center directly and assign these jobs to the vm on 
host in the data center.  
 
2. RELATED WORK 

 
A number of researchers have studied fault tolerant 
scheduling in which PB model has been investigated 
wherein every job has Primary and Backup which 
executes on unique computing machines to attain fault 
tolerance [3]. A large number of researches were carried 
out to come up with effectual scheduling algorithm while 
considering fault tolerance in conventional distributed 
systems like clusters and grids [4],[5],[6],[7],[8],[9]. In [10] 
the author proposed an adaptable scheduling algorithm 
deployed considering virtual machine combination which 
retain energy. In [11] the author proposed HARMONY, 
heterogeneity concerned resources allocation and job 
scheduling algorithm. The referred literature does not 
examine fault tolerance at the time of finding optimal 
solution wherever fault tolerance is examined; 
virtualization has not been taken into consideration. 
According to our perception very less researchers 
examined elastic resource assignment that follows fault 
tolerance. In [1] the authors proposed a novel algorithm 
FESTAL investigated elastic resource assignment that 
considers fault tolerance to perfectly allocate the 
resources. The algorithm examines and fixes the problem 
of reliable, elastic and scheduling in virtual clouds. The 
algorithm can withstand single host crashes. Therefore, 
we have designed IFTESA that is able to handle two Host 
crashes concurrently. 
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Figure 1: Scheduler Design 
 
3. RESEARCH GAPS 
Scheduling design is given in Figure 1. The scheduler 
contains Controlling Backups, Controlling real time job 
and controlling resources. The scheduler assigns all the 
jobs to the virtual machine on the hosts and continuously 
monitoring the state situation information which is 
directly provided by the hosts to the scheduler. The active 
hosts and virtual machines (which act as computing 
instances) status is registered with the cloud information 
service (CIS) which is referenced by the scheduler while 
assigning the job to the virtual machine. When new job 
enters the queue, the controlling backups controller 
creates backkup1 and backup2. The controlling backups 
supplies triplicates of the job to the controlling real time 
job which investigates by getting information from the CIS 
that if three copies of the job can finish within specified 
time. If not the controlling real time job intimates the 
controlling resources to add more number of resources. If 
the schedule is not available to meet the timing constraint 
requirement of the job even if new resources are added, 
the job is dismissed. The controlling resources controller 
in consultation with CIS supervises the resource status. 
When less number of jobs are in execution and some of the 
virtual machines are idle for longer time, controlling 
resources controller determines if few virtual machines 
can be dropped to boost the resource usage. If the primary 
job completes execution without errors, the victory 
information is sent to the Controlling backups controller 
to cancel the execution of backup1 and backup2. 
Otherwise, when one host or two hosts fail, the fault 
finding procedure will mark the crash and inform the 
controlling backups controller. Now, the controlling 
backups controller will not intimate the virtual machine to 

stop the execution of the backup jobs. The backup 
executes successfully thus achieving fault tolerance. 
 
4. FAULT TOLERANT MECHANISM 
We have included the features of clouds in the PB model 
for fault tolerance. In conventional PB model every job is 
executed as two sub jobs, first one is Primary job 
executing one processor/ virtual machine and second is 
Backup job executing on another processor/ virtual 
machine while considering the fault tolerance. In order to 
allow multiple Host crashes we have made an attempt in 
which every submitted job will complete as three jobs, 
first is Primary job second is Backup1 Job and third is 
Backup2 Job which shall execute the job on three virtual 
machines thus achieving the fault tolerance. We introduce 
the Backup-Backup overlapping technique and Virtual 
Machine migration technique in clouds. We shall be 
investigating BB overlap constraint and Virtual Machine 
migrating constraint in cloud environment. 
 
4.1 Backup-Backup Overlapping 
In traditional distributed systems, when primary jobs are 
executing on two different Hosts, backups can overlap 
with each other. However, this situation becomes difficult 
in virtualized clouds environment. The Backup-Backup 
technique follows basic principle that primary job will not 
be scheduled on virtual machine on one Host. 
Theorem 1: if Host( ) = Host( ) = Host( ) , and 

Host( ) = Host( ) = Host( )  then  ,  

,  can not overlap, regardless of whether vm( ) = 

vm( ) = vm( ) or not.  

Contradictory Proof: Let the Host( )= Host( )= 

Host( ) = h1, Host( ) = Host( ) = Host( ) = 

h2 and  ,  ,  overlaps.  When h1 and h2 

fails, all the virtual machines in h1 and h2 fails, thus 
crashes the jobs on these vm’s including   ,  ,   

and  ,  ,   . Thus   ,  ,  must 

execute. Since   ,  ,  execute simultaneously 

in the same vm, conflicting time exists. Contradictory 
situation. Therefore   ,  ,  not allowed to 

overlap. 
We assume that  followed by  are new jobs to 

execute and triplicates of job  are executing namely, 

,  , . In , different cases should be 
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discussed respectively, that is st( ) = st( ) = 

passive and st( ) = st( ) = active. 

Case 1: st( ) = st( ) = st( ) = passive, st( ) 

= st( ) = st( ) = passive and Host( ) ≠ 

Host( ) ≠ Host( ) , vm( ) = vm( ) = 

vm( ). 
According to the assumption, at most two Hosts may 
encounter a failure at one time instant, thus  ,  , 

 can overlap.  

Theorem 2: if st( ) = st( ) = passive, st( ) = 

active then   ,  ,  cannot overlap. 

Contradictory Proof: Suppose  ,  ,  

overlaps. If Host( ), Host( ) crashes, ,  are 

invoked. However, st( ) = passive, st( ) = active, 

both try to execute simultaneously in the same virtual 
machine. Contradiction happens. Thus    ,  , 

 cannot overlap. 

Case 2: st( ) = st( ) = st( ) = active, st( ) = 

st( ) = st( ) = active and Host( ) ≠ Host( ) ≠ 

Host( ) , vm( ) = vm( ) = vm( ).  , 

 ,   will be overlapping if given below condition 

is followed. 
Theorem 3: Suppose job  has Earliest Starting Time 

ErSTkl( ). In vm , vm( )= vm( ) = , if 

st( ) = active, st( )=passive and 

, then ErSTkl( )≥  € , here € is 

execution cancel time of   if  finished without 
crashing. 
Contradictory Proof: Let   and 

, so  overlaps . When 

Host (  crashes,  is invoked. But  is 

executing, and cannot be interrupted, a conflicting time 

happens into  and . Hence Contradicts. 

Therefore ErSTkl( ) must be later than . 

 
 
 
4.2 Virtual Machine Migration 

Theorem 4: Suppose ∫  be the set of all Hosts. ∫ = { 

Host ( )║¥ €T, vm( ) = } U { Host( ) 

║¥ €T, vm( ) = }.  will not be able to migrate 

to , ¥ € ∫  

Contradictory Proof: Suppose that  migrates to  , 

¥ € ∫ . It means the primary job and the backup job 

executing on the same Host. Suppose the Host crashes, 
primary job and backup job will also crashes. Therefore, 
fault tolerance is not achieved. Hence Contradicts. 
Migrating VM not feasible. 
Theorem 5:  ¥ €T, vm( ) = , if  

, then  is not able to migrate to 

Host( ). 

Contradictory Proof: Let   migrates to Host ( ).  

Then  and  are executing on the same Host while 

 overlaps  , which is in contradiction to Theorem 

1. Hence, migration is not feasible. 
 
5. Improved Fault Tolerant Elastic   

Scheduling Algorithm for Cloud 
Computing (IFTESA) 

IFTESA includes a resource provisioning mechanism 
which is elastic means can adjust dynamically the resource 
provisioning on the basis of resource request. It consists of 
a mechanism of scaling-up of resources and scaling-down 
of resources mechanism. When it is not possible to execute 
the duplicates of jobs on available resources, scaling-up of 
resources mechanism is executed to meet the resources 
demand. In the mean time, if some resource is not used for 
some time, when the system is operating, scaling-down of 
resources module will be executed to delete/ release the 
idle resources, thus improving the resource utilization. If 
job  is not able to be executed on the available virtual 
machine, scaling-up resources module is called which will 
create a new virtual machine which will be added into the 
system. The new virtual machine’s processing power 
satisfies the expression given below: 

   (1) 

where  indicates the time to ready job  on 

new virtual machine, shows the task size 
divided by processing power of the new machine which 
gives us the approx. execution time, defer indicates 
creating timing of new virtual machine, virtual machine 
migration and booting timing of new active Hosts,   is 
the deadline time. 
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Algorithm 1: To schedule scalingUpResources() in 
IFTESA  
1 New virtual machine is to be selected which will 
satisfies equation (1); 
2 Active Hosts are to be sorted in decreasing order by the 
remaining MIPS (Million Instructions per second); 
// NEW VIRTUAL MACHINE ON EXISTING ACTIVE 
HOST WILL BE ASSIGNED 
3 for each Host htk in Ha (Active Hosts)  do 
4 if htk can accommodate the new virtual machine next  
5 new virtual machine will be created on htk.  
6 return new vm; 
// SOME VIRTUAL MACHINES WILL BE MIGRATED 
AMONG ACTIVE HOSTS 
7 for each Host in the set of active Hosts do 
8 Virtual machine with minimal MIPS in hs is to be 
migrated to alternative hosts; fault-tolerating need must 
be followed in Theorem4 and Theorem5; 
9 if the Host hs can accommodate new virtual machine 
next 
10 Create the new virtual machine on Host hs; 
11 return new virtual machine; 
// SLEEP STATUS HOSTS WILL BE TURNED ON 
12 Now, Turn on a Host htnew in H – Ha (Total set of 
Hosts minus the set of active Hosts); 
13 if the MIPS of htnew are satisfied by the new virtual 
machine next 
14 Create the new virtual machine on htnew; 
15 return new virtual machine;  
16 else 
17 return nothing/ INVALID; 
 
Algorithm 2: To schedule scalingDownResources() in 
IFTESA  
1   for each virtual machine in vmkl in the cloud do 
// REACHED THRESHHOLD 
2   if it reached the time vmkl.TTcancel   next 
3   Remove vmkl from htk and cancel it; 
//PROCESSING POWER UTILIZATION FALLS BELOW 
//Umin THEN //MIGRATE VM FROM THIS HOST 
4   if htk.utilization ≤ Umin next 
5   offTagg ←TRUE; 
6   for each vmkl in htk do 
7   migTagg← NOT TRUE; 
8   for each hti in Hta except htk do 
9   if hti could serve vmkl & the migrating requirement is 
met of fault-tolerance of Theorem4 and Theorem5 next 
10 migTagg←TRUE; 
11 stop; 
//CANNOT MIGRATE 
12 if migTagg==NOT TRUE next 
13 offTagg←NOT TRUE; 
14 stop; 

//SWITCH OFF WHEN ALL MIGRATE 
15 if offTagg next 
16 virtual machine in htk is to be migrated to the 
designated Hosts; 
17 Change htk to sleeping status, delete the host from the 
set of active Hosts Hta; 
18 else 
19 Stop the migration operation; 
 
Algorithm 3: To schedule Primary Job in IFTESA 
1 The set of all the Hosts in active status are sorted in 
ascending counting of primary jobs scheduled; 
// FIND THE DESIGNATED HOSTS WITH FEWER 
PRIMARIES SCHEDULED 
2  Htcand ←upper β% Hosts in Hta; 
3  finding ←NOT TRUE; Earliest Finish Time (ErFT) ←+∞; 
vm ←INVALID; 
4 while not every Host in active status (Hta) is examined 
do 
// WHERE THE ERFT OF THE JOB IS SMALLEST IS 
CHOOSEN TO //EXECUTE ON PRIMARY 
5   for each htk in Htcand do 
6   for each vmkl in htk.vmListing do 
7 ErFT of job primary 1 is calculated ErFTkl( ); 

8 if ErFTkl( ) ≤ di (deadline time) next 
9   finding ← TRUE; 
10 if ErFTkl( ) ≤ ErFT next 

11 ErFT← ErFTkl( ); 
12 vm← vmkl; 
13 if finding == NOT TRUE next 
14 Htcand ←next upper β % Hosts in the set of active 
Hosts (Ha); 
15 else 
16 stop; 
 
// VIRTUAL MACHINE IS ASSIGNED TO THE NEWLY 
ARRIVED JOB 
17 if finding == NOT TRUE next 
18 vm← scalingUpResources(); 
19 if finding == TRUE next 
20 Assign  to vm; 
21 Update the TTcancel of vm; 
22 else 
23 Dismiss ; 
 
Algorithm 4: To schedule Backup Job in IFTESA  
1 Htcand ← are the set of Hosts on which primary jobs are 
set to be executed; 
2 Htprimary ←Sorting Hta - Htcand counting by 
executing primary in ascending order; 
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3 finding← NOT TRUE; vm← INVALID; T 
←MAXIMUM; Latest Starting Time (LTST) ←0; 
4 while not every Host in Htprimary is examined do 
// ASSIGN BACKUP1 AND BACKUP2 ON THE 
VIRTUAL MACHINE //ON DIFFERENT HOSTS WITH 
MAXIMUM TTcancel AND THE //STARTING TIMING 
OF BACKUP IS LATEST AMONGEST THE VM 
5 for each htk in Htcand do 
6 for each vmkl in htk.VmListing do 
7 Latest Starting Time is to be calculated LTSTkl( ); 

8 if LTSTkl( ) + etkl ( ) ≤ di next 
9 finding ← TRUE; 
10 if vmkl.TTcancel < T ║ vmkl.TTcancel == T & 
LTSTkl( ) >LTST next 
11T← vmkl.TTcancel; 
12 LTST ← LTSTkl( ); 
13 vm← vmkl; 
14 if finding == NOT TRUE next 
15 Htcand ←next upper β % Hosts in Htprimary; 
16 else 
17 stop; 
18 if finding == NOT TRUE next 
19 vm← scalingUpResources(); 
// FIND 1 AND FIND 2 ARE TRUE ON TWO DIFFERENT 
HOSTS 
20 if finding == TRUE next 
21 Assign  to vm; 
22 Updating  TTcancel of vm; 
23 else 
// DISMISS JOBS PRIMARY, BACKUP1, BACKUP2 
24 Dismiss ; Dismiss ; 
 
6. RESULTS & DISCUSSION 
The analysis is based on three performance evaluation 
matrices: 
1) GR - Guarantee Ratio 
2) HAT – Hosts Active Time 
3) RTH – Ratio of total execution of all the jobs/tasks      

             over total time of hosts in active state  
GR-It is defined as the number of jobs which are 
guaranteed to complete execution amid all the accepted 
jobs. 
HAT-It is defined as total time of all hosts in active state 
indicating the resource usage of the system. 
RTH-It is defined as total time taken by all the tasks to 
execute over total time of all hosts in active state 
indicating the resource usage of the system 

In order to analyze the new algorithm IFTESA, we will 
check the performance on the following: 
1) Effect of job count on performance  

2) Effect of arrival rate on performance 
3) Effect of deadline time on performance  
 
CASE [1] - Effect of job count on performance 
With increasing job count both algorithms preserve high 
Guarantee Ratio that can be ascribed to infinite number of 
resources available in the cloud. 

With the increase in the job count, the new request can be 
satisfied by scaling up of resources (add new resources). 
In spite of the availability of infinite number of resources, 
there exist some jobs submitted to the cloud that are 
rejected. The reason is extra time required for creation of 
new virtual machine and turning on time of new host due 
to which jobs are not able to start in time thus deadlines 
are missed. 

FESTAL is able to handle single host failures only i.e. if 
primary of a task fails, backup can always execute. If 
suppose the host on which backup is scheduled also fails 
the guarantee ratio decreases whereas IFTESA comes to 
the rescue in this situation as we have triplicates of the job 
i.e primary, backup1 and backup2. When both Primary 
and Backup1 fails we still have backup2 executing on a 
different computing instance thus increasing the overall 
guarantee ratio. 

To ensure higher GR the IFTESA needs to keep virtual 
machines and hosts active for longer time interval as 
compared to FESTAL 

Keeping in view the infinite number of resources in the 
cloud, it makes little impact for IFTESA as GR increase 
and same is the impact on RTH 

CASE [2] - Effect of arrival rate on performance 
When arrival time varies the GR of FESTAL will keep on 
increasing but GR or IFTESA will be more than FESTAL 
because of less number of rejected tasks and ability to 
handle concurrent crashes. 

With the increase in the arrival rate IFTESA needs more 
number of active vm and hosts in order to ensure higher 
GR therefore again FESTAL will outperform IFTESA in 
terms of HAT. 

RTH will be higher in IFTESA since more number of tasks 
will be active and executing thus less chances of failures, 
overall increasing the GR and consequently the RTH. 
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CASE [3] - Effect of deadline time on performance 
When base Deadline is prolonged, GR increases. This 
increase will be more in IFTESA. Compared to time of 
arrival of job and count of jobs, the effect of deadline in 
GR is much greater because strict deadline timing 
requirement makes it meaningless to add new resources, 
reason boot time is extra. If deadline time is flexible then 
all jobs are accepted and executed in IFTESA and FESTAL. 
Again if more than one host crashes the GR of IFTESA will 
increase. 

When base Deadline is increased, HAT is likely to first 
increase and then may keep stable values. The reason is 
that deadline changes from strict to flexible, more jobs are 
accepted by the system and thus more hosts keep active to 
accommodate these tasks. When almost all the tasks are 
accepted by the system, HAT keeps stable values but even 
then IFTESA will require more number of resources as 
each job will execute as triplicates. Hence FESTAL 
outperform in terms of HAT. Even due to prolonged base 
Deadline FESTAL performs better but in case of two 
concurrent crashes IFTESA outperform in terms of RTH. 
The following are the observations found:  

a) IFTESA has higher GR as compared to FESTAL 
b) IFTESA needs higher number of resources to 

maintain higher GR 
c) FESTAL uses less number of resources so performs 

better in terms of HAT 
d) IFTESA has higher GR so higher RTH as compared 

to FESTAL  

On average IFTESA outperforms FESTAL 

7. Conclusions and Future Scope 
 

We investigated Fault Tolerance, a long standing problem 
in cloud computing by extending PB model to include 
cloud features. Meeting Fault Tolerance in Cloud 
Computing is a challenging job as virtual machines are the 
computing instances rather than Hosts. Prevailing fault 
tolerant scheduling algorithms which studied PB model 
approach in cloud computing investigated single Host 
crashes. The proposed algorithm, improved fault tolerant 
elastic scheduling algorithm identified as IFTESA is able 
to handle two Host crashes concurrently, IFTESA attempts 
to boost performance by involving virtual machine 
migration and overlapping technique. The constraints 
have been investigated to full fill fault tolerance needs. 

Future effort will be 1) To test the proposed algorithm 
using simulator. 2) Propose a generalized algorithm which 
can handle multiple host crashes. 3) To consider 
communication time and other features of hosts for 
further improvement the system. 4) IFTESA can be 
implemented in a real cloud environment to further test 
its performance. 
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