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Double Sampling Product-Cum-Dual to Ratio Es-
timators for Finite Population Mean in Sample 

Surveys 
B. K. Singh, Sanjib Choudhury 

 

Abstract— This paper considers a class of product-cum- dual to ratio estimators for estimating finite population mean of the study variate 
in double sampling. The bias and mean square errors (MSEs) of the proposed estimator have been obtained in two different cases. The 
asymptotically optimum estimators (AOEs) of the class are identified along with their bias and MSEs. Theoretical and empirical studies 
have been done to demonstrate the efficiency of the proposed estimators over other estimators. An attempt has been made to find 
optimum sample sizes under a known fixed cost function.  

Index Terms— Auxiliary variate; Finite population mean; Product estimator; Dual to ratio estimator; Double sampling; MSE; Optimum 
sample sizes, Efficiency.   

——————————      —————————— 

1 INTRODUCTION                                                                     
HE literature on survey sampling describes a great variety 
of techniques for using auxiliary information in order to 
obtain improved estimators for estimating some most 

common population parameters such as, population total, 
population mean, population proportion, population ratio, etc. 
More often, we are interested in the estimation of the mean of 
a certain characteristic of a finite population on the basis of a 
sample taken from the population following a specified sam-
pling procedure.  

The use of auxiliary information at the estimation stage ap-
pears to have started with the work of [22]. Cochran [22] used 
auxiliary information at estimation stage and proposed ratio 
estimator. Robson [5] and Murthy [13] envisaged product esti-
mator and [6] used coefficient of variation of study variate. Mo-
tivated by [6], [3] utilized coefficient of variation of auxiliary 
variate. Srivenkataramana [20] was the first to propose dual to 
ratio estimator, [17] introduced dual variables for estimation of 
population parameters.  

When the population mean X of the auxiliary variable x is 
unknown before start of the survey, it is estimated from a pre-
liminary large sample on which only the auxiliary characteristic 
x  is observed. The value of X  in the estimator is then re-

placed by its estimate. After then a smaller second-phase sam-
ple of the variate of interest (study variate) y is then taken. This 
technique is known as double sampling or two-phase sampling. 
Neyman [9] was the first to give the concept of double sampling 
in connection with collecting information on the strata sizes in a 
stratified sampling, [7] considered ratio-product estimator in 

double sampling, [18] proposed a generalized class of double 
sampling estimator besed on ratio type estimator, [8] considered 
efficient estimator in double sample with subsample the non-
respondents .   

Consider a finite population  1 2, ,..., NU u u u of size N 
units, y  and x  are the study and auxiliary variates respective-

ly. When the population mean X  of x  is not known, a first-
phase sample of size 1n  is drawn from the population on which 
only the x  characteristic is measured in order to furnish a good 
estimate of X .  After then a second-phase sample of size 
n  1n n  is drawn on which both the variates y  and x  are 

measured.  
The usual product estimator in double sampling is given as 

( )

1

d
P

xy y
x

  

where x  and y  are the sample mean of x  and y respectively 
based on the sample size n  out of the population N  units and 

1

1
11

1 n

i
i

x x
n 

   denote the sample mean of x  based on the first-

phase sample of the size 1n .  

Consider a transformation   ( ),i ix NX nx N n     

 1,2,3,...,i N . Here   ( )x NX nx N n     is unbiased 

estimator for X  and  ,Corr y x   , where   is the 

correlation coefficient between y  and x . 

Using the transformation of ix  , [20] obtained dual to ratio 
estimator as  

T
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Utilizing the transformation  *
1 1 1( )i ix n x nx n n   , 

 1, 2,...,i N , [12] has obtained dual to ratio estimator in 

double sampling as 
*
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where    *
1 1 1x n x nx n n    be an unbiased estimator of 

X  and  *,Corr y x   .  

In this paper, we have proposed an estimator of a linear 
combination of usual product estimator and dual to ratio esti-
mator in double sampling. Numerical illustrations are given in 
the support of the present study. 

2   THE PROPOSED ESTIMATOR 
The proposed product-cum-dual to ratio estimators of popula-
tion mean Y  in double sampling is  

 
*

( )

1 1

1d
PdR

x xy y
x x

 
 

   
 

                                            (1) 

where   is a constant.  

To obtain the bias (B) and mean square error (MSE) of ( )d
PdRy , we 

write 

 0 ,e y Y Y    1e x X X   and   1 1e x X X   . 

Expressing ( )d
PdRy  in terms of e ’s, we obtain 

     1( )
0 1 11 1 1d

PdRy Y e e e       

                         11 11 1 1 1g g e e       


          (2)                      

where  1g n n n  . 

Assuming that the sample size is large enough so that 1 1e  , 

therefore   1
11 e   is expandable. 

Expanding the right hand side of (2), multiplying out and re-
taining terms of e ’s up to the second degree, we obtain  

  ( ) 2
0 1 1 1 0 1 0 1 1 1

d
PdRy Y Y e e e e e e e e e e            ,  (3) 

where  1 g g    . 

To obtain the bias and MSE of ( )d
PdRy , the following notations are 

used hereafter:  
22 2 2 2 2,y y x xC S Y C S X   and  xy x yS S S  , 

where yC  and xC  are the coefficient of variation of study va-
riate y  and auxiliary variate x  respectively.        

  
2
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1

1
1
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 
   are the 

population variances of study variate y , auxiliary variate x  
respectively and  

  
1

1
1

N

xy i i
i

S y Y x X
N 

  
    is the covariance between y  

and x . 
The following two cases will be discussed separately. 

Case I: When the second phase sample of size n  is a subsample 
of the first phase sample of size 1n  and 
Case II: When the second phase sample of size n  is drawn in-
dependently of the first phase sample of size 1n , see [4]. 

3 BIAS, MSE AND OPTIMUM OF ( )d
PdRy  IN CASE I 

In Case I, we have 
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               (4) 

where 1 1,f n N f n N   and y xC C C . 

Taking expectation on both the sides and using the results of (4) 
in (3), we get the bias of the estimator ( )d

PdRy  to the first degree of 
approximation as  

 
*

( ) 21d
PdR xI

fB y YCC
n




 ,                                               (5) 

where *
1f n n .  

The bias,  ( )d
PdR I

B y  in (5) is ‘zero’ if  *
1n n f   .  

Thus the estimator ( )d
PdRy  with 1n n   is almost unbiased.  

To obtain MSE of proposed class of estimator, (3) can be written 
as   

 ( )
0 1 1( )d

PdRy Y Y e e e                                                (6) 
Squaring and taking expectation on both the sides of (6) and 
using the results of (4), we obtain the MSE of ( )d

PdRy  up to the 
first degree of approximation as   

   
*2( ) 2 21 1 2d

PdR y xI

f fM y Y C C C
n n

 
  

   
 

         (7) 

Minimization of (7) with respect to   yields its optimum value 
at 
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g
   


(say).                                                (8) 

Substituting the value of   from (8) in (1) gives the ‘asymptoti-
cally optimum estimator’ (AOE) as   

  0

*
*

1 1

1
1 1

d
PdR I

C x C xy y f
g x g x

   
       

 

Therefore, the resulting bias and MSE of  0d
PdRy  are   

  0

*
2 21d

PdR xI

fB y YC C
n


   

and  

  0

*2 2 21 1d
PdR yI

f fM y Y C
n n


  

  
 

respectively.  (9) 

Equation (9) shows that MSE of the proposed estimator is the 
same as the MSE of the linear regression estimator in double 
sampling  1dlr yxy y b x x   , where yxb  is the sample 

regression coefficient of y  on x . 

Remark 1. For 1  , the estimator ( )d
PdRy  in   (1) reduces to the 

usual product estimator ( )d
Py  in double sampling. The bias and 

MSE of ( )d
Py  can be obtained by putting 1   in (5) and (7) re-

spectively as  

     
*

( ) 21d
P xI

fB y Y CC
n


  

    and  

       
*2( ) 2 21 1 1 2d

P y xI

f fM y Y C C C
n n

  
   

 
      (10) 

Remark 2. For 0  , the estimator ( )d
PdRy  in (1) reduces to dual to 

ratio estimator ( )d
ky  in double sampling. The bias and MSE of 

( )d
ky  can be obtained by putting 0   in (5) and (7) respective-

ly as  

     
*

( ) 21d
k xI

fB y Y gCC
n


   

     and  

        
*2( ) 2 21 1 2d

k y xI

f fM y Y C C g g C
n n

  
   

 
  (11) 

The variance of sample mean y  under SRSWOR sampling 
scheme is given by  

        2 21
y

fV y Y C
n


                                                           (12) 

4    EFFICIENCY COMPARISONS OF ( )d
PdRy  AND  0d

PdRy  IN 

CASE I 
In the following Section, we have presented the comparisons 

of the proposed estimator with other estimators to investigate 
the ranges of the unknown parameter   for which the pro-
posed estimator is better than others. 

From (7), (10), (11) and (12) it is found that the proposed class 
of estimators ( )d

RdRy  is better than: 

i. the usual product estimator ( )d
Py  in double sampling if    

either  1   and   *
12 1C g N     , 

or       1   and   *
12 1C g N     , 

where  *
1 1 12N n n n  . 

ii. the dual to ratio estimator ( )d
ky  in double sampling if    

either  0   and   *2 1f C g    , 

  or       0   and   *2 1f C g    . 

iii. the sample mean per unit estimator y  if 

either *f   and    * 2 1f C g    , 

or       *f   and    * 2 1f C g    . 

Also from (9), (10), (11) and (12), it is observed that the ‘AOE’ 
 0d
PdRy  is better than: 

i. the usual product estimator ( )d
Py  in double sampling, 

since 

      0

*
2( ) 2 21 1 0dd

P PdR xI I

fM y M y Y C C
n


    . 

ii. the dual to ratio estimator ( )d
ky in double sampling, since  

        0

*
2( ) 2 21 0dd

k PdR xI I

fM y M y Y C g C
n


    . 

iii.   the sample mean per unit estimator y , since 

          0

*
2 2 21 0d

PdR xI

fV y M y Y C C
n


   . 

Now we state the following theorem: 
Theorem 1. To the first degree of approximation, the proposed strate-

gy ( )d
PdRy  under optimal condition (8) is always more efficient than 

 ( )d
PM y ,  ( )d

kM y  and  V y  and equally efficient with  

the linear regression estimator  dlrM y  in double sampling. 

5   BIAS, MSE AND OPTIMUM OF ( )d
PdRy  IN CASE II 

In Case II, we have  
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              (13) 

Taking expectation in (3) and using the results of (13), we get 
the bias of ( )d

PdRy  to the first degree of approximation as 

 ( ) 2 1

1

1 1d
PdR xII

f fB y Y C C
n n


  

  
 

                                (14) 

which is vanished when  *
1n n f   . Thus, the estima-

tors ( )d
PdRy  with the value of 1n n   is almost unbiased.  

Squaring and taking expectation in both the sides of (6) and 
using the results of (13), we obtain the MSE of ( )d

PdRy  to the first 
degree of approximation as 

  2( ) 2 2 **1 12d
PdR y x

f fM y Y C C f C
n n

 
        

  
            (15) 

where    **
1 11 1f f n f n    . 

Minimization of (15) is obtained with optimum value of   as 

 * **1 1 IIopt
ff C f g

n
 

      
 

(say).           (16) 

Substituting the value of   from (16) in (1) gives the ‘AOE’ as   

    
*
0

*

1 1

1d
PdR IIopt IIopt

II

x xy
x x

 
 
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 

. 

Thus, the resulting bias and MSE of ‘AOE’ 
*
0( )d

dRy  are respective-
ly given as  

  *
0 2 **1

1

11 1d
PdR x

II

ff fB y YCC C f
n n n

  
  

 
 

and  

  *
0

2
2 2 2 2 **1 1d

PdR y x
II

f fM y Y C C C f
nn

       
   

 . 

For simplicity, we assume that the population size N  is 
large enough as compared to the sample sizes n  and 1n  so that 

the finite population correction (FPC) terms 1 N and 2 N  are 
ignored. 
Ignoring the FPC in (15), the MSE of ( )d

PdRy  is reduces to 

 
2

2( ) 2

1

1 1 2yd
PdR xII

C CM y Y C
n n n n

 
          

     
      (17) 

which is minimized for  

* *
IIoptf c                                                               (18) 

where    1 1n n n n    . 
Substituting the value of   from (18) in (1), we obtain the 
‘AOE’ as  

     
**
0 *

1 1

1 1
1

d
PdR

x xy y f C C g g
x g x

 
   

            

Therefore, the resulting MSE of 
 **

0d
PdRy  is 

    
**
0

2
21

d y
PdR

II

S
M y

n
  ,                                            (19) 

where  1 1n n n   . 

Remark 3. For 1  , the estimator ( )d
PdRy  in (1) reduces to the 

usual product estimator  d
Py  in double sampling. Thus putting 

1   in (17), we get the MSE of  d
Py  to the first degree of ap-

proximation as  

         ( ) 2 2 2 2

1

1 11 2d
P y x xII

M y Y C C C C
n n
 

    
 

.          (20) 

Remark 4.  For 0  , the estimator ( )d
PdRy  in (1) reduces to dual 

to ratio estimator ( )d
ky  in double sampling. The MSE of ( )d

ky  

can be obtained by putting 0   in (17) as  

        2( ) 2 21 2d
k y xII

gM y Y C gC C
n 
      

  
                 (21)  

Ignoring the FPC, the variance of y  under SRSWOR is given 
by  

  2 21
yIIV y Y C

n
                                                               (22) 

and the MSE of the linear regression estimator 

 1dlr yxy y b x x    in double sampling is given by        

  
2 2

1
1

y
d lr II

S
M y

n g
 

   
.                                           (23)                                                       

6     EFFICIENCY COMPARISONS OF ( )d
PdRy  AND 

 **
0d

PdRy  IN 

CASE II 
From (17), (20), (21) and (22) it is found that the proposed 

class of estimators ( )d
RdRy  has better efficiency than 

i. the usual product estimator ( )d
Py  in double sampling if    

either 1   and  *
12C N    , 

or       1   and  *
12C N    . 

ii.    the dual to ratio estimator ( )d
ky  in double sampling if    
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either  0   and  *2 f C   , 

or        0   and  *2 f C   . 

iii.  the sample mean per unit estimator y  if 

either *f   and  * 2f C   , 

  or      *f   and  * 2f C   . 

Also from (19), (20), (21), (22) and (23), it is established that 

the ‘AOE’ 
 **

0d
PdRy  is better than 

i. the usual product estimator ( )d
Py  in double sampling, 

since    

        
**
0 2( ) 2 2 1 0dd

P PdR xII II
M y M y Y C C     . 

ii. the dual to ratio estimator ( )d
ky  in double sampling, since    

            **
0

2
( ) 2 2

1

1 0
dd

k PdR xII
II

CM y M y Y C n
n n




 
    

 
. 

iii.  the sample mean per unit estimator y , since 

             **
0 2 2 2 0d

PdR xII
II

V y M y Y C C
n


   . 

iv. the linear regression estimator dlry  in double sampling, 
since  

            **
0 2 2

2
1

0d
dlr PdR yII

II

nM y M y S
n
   . 

Remark 5. The MSE of the ‘AOE’ 
 **

0d
PdRy  is always less than that of 

dlry . In addition to it, the ‘AOE’ 
 **

0d
PdRy  in Case II is more effi-

cient than the ‘AOE’  0d
PdRy  in Case I. 

7     COST ASPECT 

The different estimators reported in this paper have so far been 
compared with respect to their mean square error. In practical 
applications, the cost aspect should also be taken into account. 
In literature, therefore, convention is to fix the total cost of the 
survey and then to find optimum sizes of preliminary and final 
samples so that the MSE of the estimators are minimized. In 
most of the practical situations, total cost is a linear function of 
samples selected at first and second phases. 

In this section, we shall consider the cost of the survey and 
find the optimum sizes of the preliminary and second-phase 
samples in Case I and Case II separately. 
Case I: In this case, Let us consider a cost function is given by 

1 2 1c c n c n                                                                          (24) 
where  c  total cost of the survey. 
             1c  cost per unit of collecting information on y and 

            2c  cost per unit of collecting information on x . 

Ignoring FPC, the MSE expression of ‘AOE’  0d
PdRy  of (9) is given 

as  

 0( ) 1 2

1

d
PdR

V VM y
n n

                                                             (25) 

 where  2 2
1 1yV S    and 2 2

2 yV S  . 

The optimum values (sizes) of n  and 1n  for fixed cost c , 
which minimizes the MSE of (25) are given by 

 1 1 1 1 2 2optn c V c V c V c   

                  2 2
1 1 21 1c c c c       and 

 1 2 2 1 1 2 2optn c V c V c V c   

                 2
2 1 21 1c c c c     . 

Therefore, the MSE of  0d
PdRy  corresponding to optimal double 

sampling estimator is  

       0
2

2 2
1 21d

opt PdR yM y S c c c              (26) 

In case we do not use any auxiliary variate then the cost func-
tion is of the form 0 1c nc , where  0c c  and 1c  are the 
total cost and cost per unit of collecting information on the 
study variate y  respectively. The minimum variance of the 

sample mean y  for a given fixed cost 0c  in case of large popu-
lation is given by  

  21

0
opt y

cV y S
c

                                                             (27) 

From (26) and (27), the proposed double sampling strategy 
would be profitable than sample mean y  if 

    0d
opt PdR optM y V y  

or equivalently,  

 2
2 22

1

1 1c
c

    .                                                  (28) 

Case II: In this case we assume that x  is measured on 
**

1n n n   units and y  on n  units. Following [19], we shall 
consider a simple cost function as   

* **
1 2c c n c n                                                                                             

where 1c  and *
2c  denotes the cost per unit observing y  and x  

values respectively. 

The MSE of 
 **

0d
PdRy  at (19) can be written as  

  **
0 1 2

**

d
PdR

V VM y
n n

                                (29) 

The optimum values (sizes) of n  and **n  for fixed cost c , 
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which minimizes the MSE of (29) are given by 

 *
1 1 1 1 2 2optn c V c V c V c   

                 2 2 *
1 1 21 1c c c c       and 

 ** * *
2 2 1 1 2 2o p tn c V c V c V c   

  * 2 *
2 1 21 1c c c c      

The MSE of 
 **

0d
PdRy  corresponding to optimal double sampling 

estimator is  
       **

0
2

2 2 *
1 21d

o p t P d R yM y S c c c           (30) 

From (27) and (30), it is obtained that the double sampling esti-

mator 
 **

0d
PdRy  yields less MSE than that of sample mean y  for 

the same fixed cost if 
    

**
0d

op t P dR optM y V y . 

or equivalently,  

 
* 2

2 22

1

1 1c
c

    .                                                  (31) 

8     EMPIRICAL STUDY 

To analyze the performance of the proposed estimators in com-
parison to other estimators, six natural population data sets are 
being considered. The sources of the population, the nature of 
the variates y  and x  and the values of the various parameters 
are given as follows 
Population I- Source: [14], p. 228 

x : fixed capital, 
y : output, 

180, 10, 30, 5182.64, 0.3542,yN n n Y C      

7507, 0.9413xC    
 Population II- Source: [14], p. 228 

x : number of workers, 
y : output, 

180, 10, 30, 5182.64, 0.3542,yN n n Y C       

0.9484, 0.9150xC    
Population III- Source: [2] 

x : number of agricultural labourers for 1961, 
              y : number of agricultural labourers for 1971,    

1278, 30, 70, 39.0680, 1.4451,yN n n Y C      

1.6198, 0.7213xC     
Population IV- Source: [15], p. 282 

x : chlorine percentage, 
               y : log of leaf burn in sacs.       

130, 4, 12, 0.6860, 0.4803,yN n n Y C      

0.7493, 0.4996xC     
 Population V- Source: [12], P. 324 

x : population of village, 
y : number of cultivators in the village.    

1487, 20, 95, 449.846, 0.8871,yN n n Y C      

0.7696, 0.881815.xC    
Population VI- Source: [1], P. 47 

x : initial white blood cell count, 
y : survival time leukemia patient.  

120, 4, 8, 0.2017, 0.1502,y xN n n C C       

0.4074   . 
To reflect the gain in the efficiency of the proposed class of es-

timators ( )d
PdRy  over the conventional estimators  y and ( )d

Py  

and dual to ratio estimator ( )d
ky  in double sampling, the effec-

tive ranges and optimum values of   are presented in Table 1 
with respect to the above population data sets.  
TABLE 1 EFFECTIVE RANGES AND OPTIMUM VALUES OF   OF ( )d

PdRy  

Popula-
tion 

data sets 

Ranges of   under which the proposed class 
of  estimators  is better than 

Optimum 
values of 
  y  ( )d

Py  ( )d
ky  

For Case I    Iopt  

  I (-0.26, 0.33) (-0.93, 1.00) (0.00, 0.07) 0.372 
  II (0.12, 0.33) (-0.79, 1.00) (0.00, 0.21) 0.1055 
  III (-0.31, 0.43) (-0.88, 1.00) (0.00, 0.12) 0.0609 
  IV (0.33, 0.76) (0.09, 1.00) (0.00, 1.09) 0.5468 
  V (-1.39, 0.21) (-2.18, 1.00) (-1.18, 0.00) -0.5919 
  VI (0.50, 1.05) (0.55, 1.00) (0.00, 1.55) 0.7735 

For Case II   *
IIopt  

  I (-0.11, 0.33) (-0.78, 1.00) (0.00, 0.22) 0.1113 
  II (-0.01, 0.33) (-0.68, 1.00) (0.00, 0.32) 0.1625 
  III (-0.09, 0.43) (-0.66, 1.00) (0.00, 0.34) 0.1712 
  IV (0.33, 0.65) (-0.01, 1.00) (0.00, 0.99) 0.4935 
  V (-1.12, 0.21) (-1.90, 1.00) (-0.90, 0.00) -0.4524 
  VI (0.50, 0.86) (0.36, 1.00) (0.00, 1.36) 0.6823 

 
To observe the relative performance of different estimators of 

Y , we have computed the percentage relative efficiencies 
(PREs) of the proposed estimator, conventional estimators (i.e. 
y  and ( )d

Py )  and dual to ratio estimator ( )d
ky  in double sam-

pling with respect to usual unbiased estimator y  by using the 
formula 

   
 

, 1 0 0 ,
M y

P R E t y
M t

   

where    **
00( ) ( ) ( ), ,  a n d    o r   a n d  

ddd d d
P k P d R P d R P d Rt y y y y y y   

 
.  

and the findings are presented in Table 2. 
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TABLE 2 PERCENTAGE RELATIVE EFFICIENCIES WITH RESPECT TO y  
 
Estimators                
                    y  ( )d

Py  

 
( )d
Py
 

( )d
ky  ( )d

ky  

( )d
PdRy
or 

0( )d
PdRy  

( )d
PdRy
or 

**
0( )d

PdRy
 

Popu-
lation  Case I Case 

II Case I Case II Case I Case II 

I 100.00 * * 297.97 199.08 307.77 298.09 

II 100.00 * * 200.42 106.40 276.16 268.76 

III 100.00 * * 147.96 125.49 149.98 157.28 

IV 100.00 * * * * 123.76 123.83 

V 100.00 * * 141.21 152.26 277.92 279.61 

VI 100.00 103.38 * * * 111.56 112.44 

*Data not applicable and percentage relative efficiency less than 100%. 

9   CONCLUSIONS 
Section 7 provides the optimum sample sizes under a known 
fixed cost function for Case I and Case II. We have also obtained 
conditions (referred in (28) and (31)) under which the proposed 
class of estimators ( )d

PdRy  would be profitable in comparison to 
single-phase sampling for fixed cost of survey.   

From Table 1, it is seen that the proposed class of estimators 
( )d
PdRy  is more efficient over the conventional estimators 

 ( )and d
Py  y  and dual to ratio estimator  ( )d

ky  in double 

sampling for both the cases under the effective ranges of   as 
far as the MSE criterion is concerned. It is also observed from 
Table 1 that there is a scope for choosing   to obtain better 

estimators than y , ( )d
Py and ( )d

ky . 
Table 2 shows that there is a considerable gain in efficiency 

by using proposed class of estimators ( )d
PdRy  or 

     **
00 and dd

Pd R P dRy y 
  

 over the conventional estimators 

 ( )and d
Py  y  and dual to ratio  ( )d

ky  estimator in double 

sampling with respect to the population data sets in both the 
cases. This shows that even if the scalar   deviates from its 

optimum values  *  and  Iopt IIopt  , the proposed class of 

estimators ( )d
PdRy  will yield better estimates then y , ( )d

Py  and 

( )d
ky . It is further observed that the estimator 

 **
0d

PdRy  is more 

efficient than  0d
PdRy , except for the data sets of population I and 

II, where the estimator  0d
PdRy  is slightly better than 

 **
0d

PdRy . Thus, 
the use of the proposed class of estimators is preferable over 
others. 
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