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Applications on Multi Dimensional Differential 
Transform Method for solving Volterra Integral 

and Integro-Differential Equations 
Seham Sh. Tantawy 

 

Abstract— This paper introduces the basic definitions and theorems of two and three-dimensional differential transform method for integral equations. 
By applying the differential transform method, the integral equations can be transformed to an algebraic equations and solving this equations, we find the 
approximate solutions of the integral equations. 
Index Terms— Integral equations, two dimensional differential transform, three dimensional differential transform, nonlinear volterra integral 
equation, volterra integro-partial differential equation, homogenuous nonlinear gas dynamic, error analysis,  

——————————      —————————— 

1 INTRODUCTION                                                                     
   Integral equations [10] are encountered in various fields of 
science and numerous applications (in elasticity, plasticity, 
heat and mass transfer, oscillation theory, fluid dynamics, fil-
tration theory, electrostatics, electrodynamics, biomechanics, 
game theory, control, queuing theory, electrical engineering, 
economics, medicine, etc.). 
Integro-differential equations appear in many scientific appli-
cations, especially when we convert initial value problems or 
boundary value problems to integral equations. The integro-
differential equations contain both integral and differential 
operators. The derivatives of the unknown functions may ap-
pear to any order. In classifying integro-differential equations, 
we follow the same category used before according to the lim-
its of integration. Mathematical physics models, such as dif-
fraction problems, scattering in quantum mechanics, confor-
mal mapping, and water waves also contributed to the crea-
tion of integral equations. Many other applications in science, 
statistics and engineering are described by integral equations 
or integro-differential equations. 
The concept of the differential transform method (DTM) was 
first proposed by Zhou [11]. Integral equations arise in many 
scientific and engineering problems, this method has many 
advantages, it efficiently works with different types of linear 
and nonlinear integral equations and gives an exact solution 
for some these types of equations without linearization or dis-
cretization. 
During the last 10 years, significant progress has been made in  
numerical analysis of one-dimensional version of (1) (see, 
[3],[4]). However, the numerical methods for two-dimensional 
integral equation (1) seem to have been discussed in only a 
few places. Beltyukov [2] proposed a class of explicit Runge-
Kutta type methods of order 3 (without analyzing their con-
vergence). Bivariate cubic spline functions method of full con-
tinuity was obtained by Singh [8]. Brunner [4] introduced col-

location and iterated collocation methods for two-dimensional 
linear Volterra integral equation. They gave an analysis of 
global and local convergence properties of collocation method 
and iterated collocation method, and derived results on at-
tainable orders of global convergence and local superconver-
gence. Guoqiang and Hayami [5] introduced extrapolation 
method of iterated collocation solution for two-dimensional 
nonlinear Volterra integral  equation. In [6], asymptotic error 
expansion of iterated collocation solution for two-dimensional 
linear Volterra integral equation was obtained. 
In this paper, we extend the two-dimensional transform meth-
od (DTM) to solve the two-dimensional nonlinear volterra 
integral equation and volterra integro differential equation. 
This technique is based on Taylor series expansion. By using 
the differential transform method can be transformed the inte-
gral equations to algebraic equations, and the resulting alge-
braic equations are called iterative equations. Also, we apply 
the three-dimensional transform method (DTM) to solve the 
three-dimensional nonlinear volterra integral equation. In ad-
dition to, we introduce the basic theorems for two and three 
dimensional differential transform method which we need to 
solve our equations. Finally, some numerical examples are 
given in illustration of this method. 

2   TWO DIMENSIONAL VOLTERRA INTEGRAL EQUATION 
   We will consider the nonlinear Volterra integral equation of 
the second kind in the following form 

dsdtstustyxyxgyxu
yx

)),(,,,,(),(),(
00

y∫∫+=         (1) 

Where ),( yxu   is an unknown function, the functions  
),( yxg   and  ),,,,( ustyxy   are given analytical functions 

defined, respectively, on  ],0[],0[ YXD ×=   and  
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3   TWO DIMENSIONAL VOLTERRA INTEGRO-PARTIAL 
DIFFERENTIAL EQUATION 

  An area of increasing scientific interest over the past decades 
is the study of volterra integro-differential equation. This 
equation is encountered in various applications such as phys-
ics, mechanics, and applied science. A general form of the 
Volterra integro-partial differential equation can be written as 

,)),((),,,(),(),(
00

dydsysuFyxstkxtgxtuuuu
tx

ttxtxx ∫∫+=+++   (2) 

],,0[],0[),(  where 21 AAxt ×∈  
with given supplementary conditions, where  ),( xtu   is an 
unknown function which should be determined,  ),( xtg   and  

),,,( yxstk   are analytical functions, respectively. 
   In this section, we consider the nonlinear function  

)),(( ysuF   in the following form  ),,(),(( ysuysuF p=  
where  p   is a positive integer. With regard to the fact that 

every finite interval can be transformed to  ]1,0[   by linear 
map, without loss of generality, we can consider  

121 == AA  . 
4   TWO DIMENSIONAL DIFFERENTIAL TRANSFORM  
     METHOD 
    Consider the analytical function of two variable  ),( yxu  , 
which is defined on  [ ]XD ,0= × [ ] 2R,0 ⊆Y  and 

Dyx ∈),( 00 . The two-dimensional differential transform of  

),( yxu   is denoted by ),( hkU  and is defined as the follow-
ing 
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where  ),( yxu   is the original function, and  ),( hkU   is 
called the transformed function. 
 Inverse differential transform of  ),( hkU in definition (3) is 
defined as follows 
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By combining  def.(3) and (4) with  )0,0(),( 00 =yx  , then 

the function  ),( yxu   can be written in the form 

.),(
!!

1),(
)0,0(00

hk
hk

hk

hk

yx
yx

yxu
hk

yxu 







∂∂

∂
=

+∞

=

∞

=
∑∑               (5) 

The fundamental mathematical properties of two-dimensional 
differential transform method can readily be obtained and are 
expressed in the following basic theorems. 
 Theorem 1.  If  

).()(),(,)()(),( hGkFhkUthenygxfyxu ==   
 Theorem 2.  If  ),(),,( hkFhkU   and  ),( hkG are two dimen-
sional differential transforms of the functions ),( yxu , ),( yxf   

and ),( yxg  respectively, we have 
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 Theorem 3.  If  dsdttsfyxu
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 Theorem 4.  If  dsdttsgtsfyxu
yx
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Theorem 5.  Suppose that  ).,(),(
1

yxfyxu i

n

i=
∏=   If  ),( hkU   

and  ),( hkFi   for  ni ,...2,1=  are differential transforms of the 

functions  ),( yxu   and  ),( yxf i   for  ni ,...2,1=   , respec-
tively, then 
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The next corollary is the direct result of the Theorems 4 and 5. 
 Corollary 6. If the assumptions of the theorem mult.fun are satis-
fied and  
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where  .1,1 ≥≥ hk   
 Theorem 7. Assume that if  )(kF  , )(hG and ),( hkU   are 
differential transforms of )(xf , )(xg and ),( yxu , respectively, 
so we have 
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5   ERROR ANALYSIS 
   In this section, we perform the estimating error for the inte-
gral equations. Since the truncated Taylor series or the corre-
sponding polynomial expansion to the nonlinear volterra in-
tegral equation defined into eq.(1) as 
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and the approximate solution is defined by 
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we define  ),(, yxe qp   as the error function in the following 
form 

,),(),(),( ,, yxuyxuyxe qpqp −=  

then, we increase  p   and  q   as far as the following inequali-
ty holds at each point  ( ), yx   

.10),(,
m
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where  m   is any positive integer. In other words, by increas-
ing p and ,q  the error function )(xep approaches to zero. 

6   APPLICATIONS AND RESULTS 
   In this  section, we will apply the two dimensional differen-
tial transform method for solving some numerical examples of 
two-dimensional volterra integral and integro-differential 
equations to show the accuracy and efficiency of the DTM . 
This method help us to obtain exact solutions for some exam-
ples and approximate solutions for the other examples. 
 
Example 1. Consider the following Volterra Integro-partial 
differential equations  
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Using DTM for eq.(11) and (12), we obtain the following recur-
rence relation 
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and the initial conditions will be transformed as follows 
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respectively. By substituting into eq.(4), we obtain the closed 
form of the solution series as follows 
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which is the exact solution of eq.(11). 
 
Example 2.  Consider the following homogeneous nonlinear 
Gas Dynamic equation [7] 
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with the initial condition 
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whose exact solution can be expressed as 
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Taking two-dimensional differential transform of eq.(15), we 
obtain the following recurrence relation 
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the related initial condition should be also transformed as a 
follows 
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substituting from eq.(19) into eq.(18), and by recursive meth-
od, the result is listed as follows 
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substituting all ),( hkU   into eq.(4), we obtain the closed form 
of the solution series as follows 
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Example 3. Consider the following equation [1] 
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Applying DTM for eq.(22) and (23), we get the following re-
currence relation 
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and so on, we continue the same pattern then substitute all  

),( hkU   into eq.(4),we have series solution as follows 

     

 
 
The following error table describes the error from using the 
block pulse in two dimension method [1] by Aghazadeh, Nas-
ser, and Amir A. K. (2013). 

 
However the DTM method got the exact solution as shown in 
eq.(24)  without any computational difficulties, which proves 
the efficiency of the DTM. 
 
 
 
 
Example 4. Consider the following equation [1] 
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where ,sin
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Applying DTM for eq.(25), we get the following recurrence 
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dimensional differential transform method can readily be ob-
tained and are expressed in the following basic theorems. 
 
 Theorem 8.  If  ),,( lhkU , ),,( lhkF  and ),,( lhkG   are 
three-dimensional differential transform of the functions  
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9   ERROR ANALYSIS 
   In this section, we perform the estimating error for the inte-
gral equations. Since the truncated Taylor series or the corre-
sponding polynomial expansion is an approximate solution of 
the equation  
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In other words, by increasing  andqp, n, the error function  

),,(,, zyxe nqp   approaches to zero. 

10   APPLICATIONS AND RESULTS 
   In this section, we will apply the three dimensional differen-
tial transform method for solving some numerical examples of 
three-dimensional volterra integral equations to show the ac-
curacy and efficiency of the DTM. 
 
Example 5. Consider the nonlinear Volterra Integral equation 
[3] 
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.),,( zyxzyxu ++=   
We  set 

      ),,(),,(
000

dtdsdrtsruzyxf
zyx

∫∫∫=  

Then we have ),,,(),,(),,( zyxfzyxgzyxu −=     (36) 
taking the DTM of this equation , we obtain 

),,,(),,(),,( lhkFlhkGlhkU −=  
where 

),1()()()()1()(
)()()1()]2()1()1(

)1()2()1()1()1()2([
2
1),,(

−+−+
−+−−−+

−−−+−−−=

lhklhk
lhklhk

lhklhklhkG

δδδδδδ
δδδδδδ

δδδδδδ
(37) 

for qhpk ,,1,0,,,1,0 ==  and  nl ,,1,0=    and  

,1,1,1),1,1,1(1),,( ≥≥≥−−−= lhklhkU
khl

lhkF  (38) 

for 3,2,1 === lqp  , and recursive method, we obtain 

 now, by substituting this relation in equation (32), we obtain 
the closed form of the solution series as follows 

.),,( zyxzyxu ++=                                                         (39) 
 
Example 6. Consider nonlinear Volterra Integral equation [3] 

dtdsdrtsruyxzyxgzyxu
zyx

),,(24),,(),,(
000

2 ∫∫∫−=   (40) 

where  [ ] [ ] [ ]1,01,01,0),,( ××∈zyx   and 
Eq. (40) has exact solution can be expressed as  

.),,( 22 xyzyzyxzyxu ++=   
We set 

dtdsdrtsruyxzyxf
zyx

),,(24),,(
000

2 ∫∫∫−=  

then, we have 
).,,(),,(),,( zyxfzyxgzyxu +=  

If we take the DTM of this equation, we obtain 
),,(),,(),,( lhkFlhkGlhkU +=  

where 

)1()1()1(
)2()1()()()1()2(

)2()3()4(4
)3()3()3(4)1()3()5(4),,(

−−−+
−−+−−+

−−−+
−−−+−−−=

lhk
lhklhk

lhk
lhklhklhkG

δδδ
δδδδδδ

δδδ
δδδδδδ

for qhpk ,,1,0,,,1,0 == and nl ,,1,0=  and 

)1,1,1(

)()1()2(
))()((

124),,(
000

−−−−−−×

−−
−−−

−=
===
∑∑∑

tlshrkU

lhk
tlshrk

lhkF
n

t

q

s

p

r

δδδ

 
for qhpk ,,1,,,1 ==   and  nl ,,1= , by solving the 
above recursive equations for  1,3 == qp   and  3=n  , the 
result are listed as follows 

 now, by substituting this relation in equation (32), we get  
xyzyzyxzyxu ++= 22),,(  , which is the exact solution 

of eq.(40). 
 
Example 7. Consider nonlinear Volterra Integral [3] 

,),,(),,(),,(
000

dtdsdrtsruzyxgzyxu
zyx

∫∫∫+=              (41) 

where  [ ] [ ] [ ]1,01,01,0),,( ××∈zyx   and 

.1),,( +−−−++= +++ zyxzyzxyx eeeeeezyxg  
Eq. (41) has the exact  solution can be expressed as     

zyxezyxu ++=),,(  . 
In the same manner as in the previous example, we set 

,),,(),,(
000

dtdsdrtsruzyxf
zyx

∫∫∫=  

then, we have 
),,,(),,(),,( zyxfzyxgzyxu +=  

taking the differential transformation of this equation, we ob-
tain 

),,,(),,(),,( lhkFlhkGlhkU +=  
 
 
 
where 

0,,,0),,(

,...,1,0,,...1,0,
!!

1),0,(

,...,1,0,,...1,0,
!!

1),,0(

,...,1,0,,...1,0,
!!

1)0,,(

≠=

===

===

===

lhklhkG

nlpk
lk

lkG

qhnl
lh

lhG

qhpk
hk

hkG

 

and we  also  have 
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)1,1,1(1),,( −−−= lhkU
khl

lhkF  

where  0),,0(),0,()0,,( === lhFlkFhkF  ,      

,,...,1,0,,...,1,0,,...1,0 nlqhpk ===  by solving the 
above recursive equations for  2=== nqp  and  

3=== nqp  , we  obtain 

,
8
1)(

4
1

)(
2
1)(

4
1

)(
2
1

)(
2
1)(1),,(

222222222

222222222

222222

2
2,2,2

zyxzyxyzxzxy

yzxzxyxyzzyzxyx

yzzyxzzxxyyx

zyxzyxzyxu

++++

++++++

++++++

++++++=

,
216
1

8
1)(

72
1

)(
24
1)(

36
1)

(
12
1)(

6
1

)(
4
1)(

2
1

)(
36
1

)(
12
1

)(
6
1

)(
4
1

)(
6
1)(

2
1)(1),,(

333222233323332

223232322333323

3223322332333

222222222

333333

233223322332

333333

222222

32
3,3,3

zyxzyxzyxzyxzyx

zyxzyxzyxzyxzxyzyx

zyxyzxyzxzxyzxyyzxzxyxyz

zyxyzxzxyyzxzxyxyz

zyzxyx

zyzyzxzxyxyx

yzzyxzzxxyyx

zyzxyx

zyxzyxzyxzyxu

++++++

++++++

++++++++

++++++

+++

++++++

++++++

+++

+++++++++=

which are truncated Taylor series of exact solution, the follow-
ing table shows the absolute errors at some particular 
points

 
According to the table , these results indicate that the use of 
time steps smaller than about 0.1, the error function approach-
es to zero. 
 
11   CONCLUSIONS 
    In this study, we introduced the definition and operation of 

two and three-dimensional differential transform. Integral 
equations can be transformed to algebraic equations by using 
the differential transform and the resulting algebraic equations 
are called iterative equations. The overall spectra can be calcu-
lated through the initial condition in association with the itera-
tive equations. Finally, by using this algebraic equations, we 
find the approximate solution of the integral equations. 
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