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Abstract—  Knowledge discovery from web search is an approach to extracts knowledge from Internet using natural language processing 
(NLP) and search engine. Because of the inaccuracy results of keyword search in the internet, all studies of web mining method are trying to improve 
the accuracy or value of the information gotten from the web pages. Combination methods in WSD can do by different ways such as voting, stacking 
and so on. In this paper we present a Master- slave voting technique, that we will be use in our theses. This system composed of two parts as de-
scribed below. We try in this way to achieve improvement by combine some slave methods in voting, to obtain high accuracy. 
 
Index Terms— Master – Slave’s technique, WSD, NLP, supervised approaches, voting, WordNet, semcore.  

——————————      —————————— 

1 INTRODUCTION                                                                     

he title of this research “Conceptualisation of Knowledge 
Discovery from Web Search”. This topic is historical is 

one of the most topics that concern with the discover hidden 
and valuable knowledge using a combination of statical anal-
ysis, machine learning, search engine, and natural language 
processing. Evaluation any web search engine is the key to 
ensure the effectiveness, efficiency, Scalability, and usability of 
these browsing methods. DM KD KDD are broad area that 
integrates techniques from several fields including machine 
learning, statistics, pattern recognition, artificial intelligence, 
and database systems, for the analysis of large volumes of 
data. There have been a large number of data mining algo-
rithms rooted in these fields to perform different data analysis 
tasks.  Word sense disambiguation (WSD): is the task of ex-
amining word tokens in context and determining which sense 
of each word is being used. WSD is a task has long and rich 
history in computational linguistics and Natural language 
processing (NLP), and there is robust approach to achieve 
high accuracy. Most of these approaches rely on contextual 
similarity to help choose the proper sense in a computational 
manner. Since a many of research for WSD, and there are a lot 
of supervised techniques for sense disambiguation today, a 
combination of such techniques could result in a highly effi-
cient and improve the accuracy of the WSD process. In this 
research, we hope we can add some enhancements in search 
engine and natural language system fields by using combina-
tion technology of word sense disambiguation methods, we 
try to apply an ensemble methods (The combination strategies 
are called ensemble methods), which consists of main parts in 
figure (1), and we called this technique master- slave voting 
technique. 
 
2 Objectiveof Technique  

The aim of this technique is to investigate improvement in 
web search engine by using different supervised word 
sense disambiguation (WSD) classifiers; and compare su-

pervised approaches to increase accuracy using master- 
slave voting technique. 

3 EXPLAIN MASTER- SLAVE VOTING TECHNIQUE FOR 
WORD SENSE DISAMBIGUATION (WSD) 
Knowledge is a core or the essence component of WSD. 

Knowledge sources provide data which are associate senses 
with words. In this research we will need a WordNet or Sem-
cor as requirements to select sense words. There are many 
methods were used in WSD. Some of these WSDs are well-
knowing combination classifiers (methods) such as voting 
case, which in this case, several methods run independently 
and the final result is selected by voting among these methods 
outputs (combine several models by voting) which we called 
(slave classifiers, C1…to …Cn) and using it as input in next 
step of system[4]. Voting can be non-weighted or weighted. 
Weighted voting is done by adding more weight to the votes 
of method with higher accuracy. The biggest problem in vot-
ing is when the used techniques are similar in methodology, 
i.e., they make similar errors in similar situation [2] .In super-
vised WSD approaches use machine-learning techniques to 
learn a Classifier from labelled training sets, and the classifier 
almost called (word expert). In training and evaluation system 
can create data sets with proper sense for each instance. Figure 
(1) shown below illustrate the Master- Slave voting technique 
which will implements most our experiments on it, as in next 
subsection [2]. 

3.1 THE EXPERIMENT VOTING MODEL USING MASTER - 
SLAVE VOTING TECHNIQUE. 
That will include for example a Decision list and  Ada-

boost they will Slave methods which feed their outputs in par-
allel and Naïve Bayes, will be Master method, and the factor 
can be weighted and depending on the accuracy of slave clas-
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sifiers that will tests before apply the Master- Slave technique. 
The Master classifier (method) will control for choice better 
classifier among classifier suggested by the slave lassifiers [4]. 

4. SYSTEM REQUIREMENTS 
In this system the knowledge source will be WordNet 

or SemCor as in next subsections: 

4.1 WORDNET. 

      [Miller et al. 1990; Fellbaum 1998] which is a lex-
ical of database. The recent version, WordNet 3.0 
composed about 155,000 words and organized as 
synsets (more than  117,000 synsets). The synset 
term refers to short of synonymy set (set of 
words). 

4.2 SEMCOR. SEMCOR 
      [Miller et al. 1993] which is composed words have 

been manually annotated with word sense from 
theWordNet inventory, and the original SemCor is 
was annotated according to WordNet 1.5. The lat-
est versions are (e.g., 2.0, 2.1, 3.0 etc). [13]. 

5. CONCLUSION 
        We have described the voting system which called (Mas-
ter- Slave voting technique); we hope that model can make 
enhancements in search engine field by using combination 
technology of knowledge-based system and web-mining 
methods. 
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